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HALL–LITTLEWOOD POLYNOMIALS, AFFINE SCHUBERT

SERIES, AND LATTICE ENUMERATION

JOSHUA MAGLIONE AND CHRISTOPHER VOLL

Abstract. We introduce multivariate rational generating series called Hall–
Littlewood–Schubert (HLSn) series. They are defined in terms of polynomials
related to Hall–Littlewood polynomials and semistandard Young tableaux. We
show that HLSn series provide solutions to a range of enumeration problems
upon judicious substitutions of their variables. These include the problem to
enumerate sublattices of a p-adic lattice according to the elementary divisor

types of their intersections with the members of a complete flag of reference
in the ambient lattice. This is an affine analog of the stratification of Grass-
mannians by Schubert varieties. Other substitutions of HLSn series yield new
formulae for Hecke series and p-adic integrals associated with symplectic p-
adic groups, and combinatorially defined quiver representation zeta functions.
HLSn series are q-analogs of Hilbert series of Stanley–Reisner rings associated
with posets arising from parabolic quotients of Coxeter groups of type B with
the Bruhat order. Special values of coarsened HLSn series yield analogs of the
classical Littlewood identity for the generating functions of Schur polynomials.
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Introduction

We offer a unifying framework for a wide variety of counting problems from
geometry, number theory, and algebra. To this end we introduce Hall–Littlewood–
Schubert series HLSn; see Definition 1.2. These are multivariate rational generating
functions defined as sums over semistandard Young tableaux (or just tableaux in
the sequel), involving polynomials related to Hall–Littlewood polynomials. We
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show that they specialize, under judicious substitutions of their 2n variables, to
generating series solving various counting problems.

What makes each of these problems amenable to Hall–Littlewood–Schubert se-
ries is that they all factor over natural maps from the set of all finite-index sublat-
tices of a fixed lattice of finite rank n to the set SSYTn of tableaux with entries
from t1, . . . , nu. In each case, the key to reducing the respective counting problem
to HLSn is to compute the fibers of the relevant map. En route we discover connec-
tions with further classical objects of algebraic combinatorics, such as Dyck words,
the Bruhat order, and Stanley–Reisner rings. Three such instantiations, all related
to lattice enumeration, stand out.

(1) Let V be a module over a compact discrete valuation ring o, free of finite
rank n, equipped with a complete flag of isolated submodules t0u “ V p0q Ĺ V p1q Ĺ

V p2q Ĺ ¨ ¨ ¨ Ĺ V pnq “ V . The affine Schubert series affSinn,o introduced in Defini-
tion 1.5 enumerates sublattices of finite index in V by the elementary divisors of
their intersections with each of the lattices V piq. This may be seen as an affine
analog of the classical concept of Schubert varieties, stratifying Grassmannians by
the intersection dimensions with a fixed complete flag in the ambient vector space;
see [7]. Theorem B asserts that HLSn specializes to affSinn,o under a monomial sub-
stitution of the variables. Theorem C is a similar result for the affine Schubert
series affSprn,o, enumerating lattices by the elementary divisors of their projections
to, rather than intersections with, the members of a complete flag of reference.

(2) Hecke series play an important role in algebra and number theory. Theo-
rem E shows that Hall–Littlewood–Schubert series HLSn specialize to the Hecke
series associated with groups of symplectic similitudes over local fields as studied
by Macdonald [12, Ch. V]. This leads to new formulae for and new results about
these classical series.

(3) Quiver representation zeta functions enumerate subrepresentations of inte-
gral quiver representations; see [10]. Specializations of Hall–Littlewood–Schubert
series yield new and explicit formulae for these zeta functions associated with com-
binatorially defined quiver representations over compact discrete valuation rings.

Additional applications flow from the fact that HLSn is a Y -analog of the Hilbert
series of the Stanley–Reisner ring of a natural simplicial complex. This is the
order complex ∆pTnq of the poset Tn “ 2rnszt∅u equipped with the tableaux order
introduced in Section 6.1. The poset Tn may be interpreted in terms of the Bruhat
order on parabolic quotients of finite Coxeter groups of type B.

We state a general self-reciprocity result (Theorem A) for the Hall–Littlewood–
Schubert series HLSn upon inversion of their variables. Through the relevant vari-
able substitutions, self-reciprocity is passed on to the generating series described
above, vastly extending the scope of this well-studied symmetry phenomenon. Our
proof of Theorem A is facilitated by interpreting HLSn in terms of p-adic integrals.
Conversely, we give pleasing formulae for well-studied p-adic integrals associated
with symplectic p-adic groups in terms of Hall–Littlewood–Schubert series.

1. Main objects and main results

We defer precise definitions, even of standard objects pertaining to partitions,
tableaux, Young diagrams, lattices, and flags, to Section 2. Throughout, let n P N.

1.1. Hall–Littlewood–Schubert series. Write SSYTn for the set of tableaux
T “ pTijq of degree n, i.e. with labels in rns :“ t1, . . . , nu. Write T “ pC1, . . . , Cℓq
to denote the columns of T P SSYTn. For i, j P N we define the leg set of T :

Leg`
T pi, jq “

#
Cj X rTij , Tipj`1qs if Tipj`1q R Cj ,

H otherwise.
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We set LT “
 

pi, jq P N2 | Leg`
T pi, jq ‰ ∅

(
.

Definition 1.1. The leg polynomial associated with T P SSYTn is

ΦT pY q “
ź

pi,jqPLT

´
1 ´ Y #Leg

`
T

pi,jq
¯

P ZrY s.

We introduce further 2n ´ 1 variables X “ pXCq∅‰CĎrns. We call a tableau
reduced if its columns are pairwise distinct and write rSSYTn for the finite (!) set
of reduced tableaux of degree n.

Definition 1.2. The Hall–Littlewood–Schubert series is

HLSn pY,Xq “
ÿ

TPrSSYTn

ΦT pY q
ź

CPT

XC

1 ´ XC

P ZrY s pXq .

Remark 1.3. The leg polynomial ΦT coincides with a known polynomial invariant
of Gelfand–Tsetlin patterns, which are known to be in bijection with tableaux; see
Lemma 6.11. For a partition λ, let Pλpx; tq be the Hall–Littlewood polynomial. In
Equation (6.7) we reproduce an expression, due to Feighin–Maklin, for Pλpx; tq as a
(finite) sum indexed by the tableaux T P SSYTn of shape λ, involving both the leg
polynomials ΦT and the weights of the tableaux. By recording the 2n ´ 1 possible
label sets of columns of tableaux of degree n, the Hall–Littlewood–Schubert series
keeps track of much finer information.

We note that leg sets index the cells contained in the leg of the pi, jq-cell for a
suitable partition in Macdonald’s terminology; see [12, p. 337].

We define the denominator polynomial

DnpXq “
ź

∅‰CĎrns

p1 ´ XCq P ZrXs.

We then define the numerator polynomial NnpY,Xq P ZrY,Xs via

(1.1) HLSnpY,Xq “
NnpY,Xq

DnpXq
.

Example 1.4 (HLSn for n ď 3). Given subsets I1, I2, . . . Ă N we write XI1|I2|... “
XI1XI2 ¨ ¨ ¨ . We further simplify the subscripts by displaying only the sets’ elements:
for example, we write X13 instead of Xt1,3u. For n ď 3, we find

N1pY,Xq “ 1, N2pY,Xq “ 1 ´ YX1|2,

and

N3pY,Xq “ 1 ´ X1|23

´ Y
`
X1|2 ` X1|3 ` X2|3 ` X2|13 ` X12|13 ` X12|23 ` X13|23 ` X2|13|23 ` X1|2|13|23

˘

` Y
`
X1|2|3 ` X1|2|13 ` X1|2|23 ` X1|3|23 ` X1|12|23 ` X1|13|23 ` X12|13|23

˘

` Y
2
`
X1|2|3 ` X2|3|13 ` X1|3|13 ` X2|3|12|13 ` X3|12|13 ` X3|12|23 ` X12|23|13

˘

´ Y
2
`
X3|12 ` X1|3|12 ` X1|2|3|12 ` X1|2|3|13 ` X1|3|12|23 ` X1|12|13|23

`X2|12|13|23 ` X3|12|13|23

˘

` Y
3
`
´X2|3|12|13 ` X1|2|3|12|13|23

˘
. ♦

Our first main result establishes a general self-reciprocity property for HLSn.

Theorem A. We have

HLSnpY ´1,X´1q “ p´1qnY ´pn

2qXrns ¨ HLSnpY,Xq.
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As a corollary we obtain reciprocity results for instantiations of HLSn. One
such result is Corollary 1.11, which establishes a functional equation for Fourier
transforms of the Hecke series associated with symplectic groups; see Section 1.4
for details. We prove Theorem A in Section 9.2.

We now present the principal applications of Hall–Littlewood–Schubert series
to p-adic lattice enumeration problems as well as some of their combinatorial and
topological properties.

1.2. Affine Schubert series. Enumerating full lattices in Zn by their index is a
classical problem with a well-known solution. The monograph [11] lists no fewer
than five proofs of the following identity:

(1.2) ζZnpsq :“
ÿ

ΛďZn

|Zn : Λ|´s “
n´1ź

i“0

ζps ´ iq,

where the sum runs over all lattices of finite index, ζpsq “
ř8

n“1 n
´s is the Riemann

zeta function and s is a complex variable.
One way to prove (1.2) is to enumerate matrices in Hermite normal form; see

[4, Sec. 1]. Its simplicity notwithstanding, this approach has two drawbacks: it is
basis-dependent and is oblivious of an important set of intrinsic invariants, namely
the elementary divisors of Λ with respect to the ambient lattice Zn.

Enumeration of lattices by their elementary divisors is achieved through suitable
specializations of Igusa functions. The Igusa function of degree n is the rational
function in variables Z1, . . . , Zn

InpY ;Z1, . . . , Znq “
ÿ

IĎrns

ˆ
n

I

˙

Y

ź

ιPI

Zι

1 ´ Zι

P ZrY spZ1, . . . , Znq.(1.3)

Here,
`
n
I

˘
Y

P ZrY s is the Y -multinomial coefficient. The zeta function in (1.2)
satisfies the following Euler product decomposition (see [28, Ex. 2.20]):

ζZnpsq “
ź

p prime

In

ˆ
p´1;

´
pipn´i´sq

¯
iPrns

˙
.

Hall–Littlewood–Schubert series may be seen as substantial generalizations of
Igusa functions. Indeed, one of their principal applications is to the enumeration
of lattices Λ ď Zn by the elementary divisors of their intersections with all the
members of a fixed complete isolated flag of Zn. As in the case of ζZnpsq, it suffices
to solve this problem locally for all primes p, or equivalently for lattices in Zn

p ,
where Zp is the ring of p-adic integers. More generally, we consider lattices over a
compact discrete valuation ring (cDVR) o of arbitrary characteristic.

In this local setup, the relevant elementary divisors are encoded by n partitions,
one for each intersection. More precisely, let V ‚ “

`
V piq

˘
iPrns

be a complete isolated

flag of on; see (2.3). For a lattice Λ ď on, denote the type of ΛXV piq in V piq by the
partition λpiqpΛq of at most i parts. It determines and is determined by its vector of

increments inc pλ‚pΛqq “
`
incpλpiqpΛq

˘
iPrns

P N
pn`1

2 q
0 ; see (2.1). We introduce

`
n`1
2

˘

variables Z “ pZijq1ďjďiďn and set Z incpλ‚pΛqq “
śn

i“1 Z
incpλpiqpΛqq
i .

Definition 1.5. The affine Schubert series of intersection type is

(1.4) affSinn,opZq “
ÿ

Λďon

Z incpλ‚pΛqq P ZJZK,

where the sum runs over all finite-index sublattices Λ of on.
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Remark 1.6. The term affine Schubert series is a nod to the fact that the defining
sum (1.4) may (up to a factor) be interpreted as the generating function of a
natural-valued weight function on the vertices of the affine Bruhat–Tits building
associated with the group SLnpKq, where K is the field of fractions of the cDVR o.
Indeed, homothety classes of lattices in Kn form a natural model for the vertex
set of the simplicial complex underlying this building. For an early exploitation
of this perspective in the enumeration of lattices; see [27]. To what extent affine
Schubert series are invariants of affine Schubert varieties remains an interesting
open question.

Theorem B shows that the affine Schubert series affSinn,o is a specialization of the
Hall–Littlewood–Schubert series HLSn. Given C Ď rns, we set

(1.5) dnpCq “

¨
˝ ÿ

iPrnszC

i

˛
‚´

ˆ
n ´ #C ` 1

2

˙
.

This is the dimension of the Schubert variety associated with C; see [9, p. 1071].
We denote by Cpkq the kth smallest member of C. Set Cp#C ` 1q “ n ` 1 and

(1.6) Zn,C “
#Cź

k“1

Cpk`1q´Cpkq´1ź

ε“0

ZpCpkq`εqk.

Note that the (total) degree of Zn,C is n ` 1 ´ Cp1q.

Theorem B. For all cDVR o with residue field cardinality q we have

affSinn,opZq “ HLSnpq´1,
´
qdnpCqZn,CqC

¯
.

In particular, affSinn,opZq is a rational function in Z whose coefficients are poly-
nomials in q. We list these functions for n ď 3 in Example A.1. Key to the proof
of Theorem B, which we complete in Section 4.3, is to enumerate lattices Λ in on

by associated intersection tableaux that, by design, encode the information stored
by the partitions incpλpiqpΛqq for i P rns.

In Definition 3.15 we define affSprn,o, a function dual to affSinn,o, recording the
elementary divisor types of the projections onto a flag of reference. The duality
between the two affine Schubert series is discussed in Section 4.1. By defining a
combinatorial operation on pairs of partitions whose skew diagram is a horizontal
strip, we show that affSprn,opZq and affSinn,opZq are closely related; see also Theo-
rem 4.6. Examples A.1 and A.2 illustrate this proximity for n ď 3.

Theorem C. For all cDVR o with residue field cardinality q we have

affSprn,opZq “ HLSn

´
q´1,

´
qdnprnszCqZn,C

¯
C

¯
.

Combining Theorem A with Theorems B and C yields that the affine Schubert
series also satisfies the following self-reciprocity property:

Corollary 1.7. We have

affSinn,opZ´1q
ˇ̌
ˇ
qÑq´1

“ p´1qnqpn
2q

˜
nź

i“1

Zii

¸
¨ affSinn,opZq,

affSprn,opZ´1q
ˇ̌
qÑq´1

“ p´1qnqpn
2q

˜
nź

i“1

Zii

¸
¨ affSprn,opZq.
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1.3. Hermite–Smith series. A further substitution of HLSn pertains to the gen-
erating series enumerating lattices in on according to their elementary divisor types
and Hermite composition simultaneously. For the former, let λpΛq be the partition
encoding the elementary divisor type of a lattice Λ ď on (see Section 2.3). For the
latter, recall that Λ may be represented by a matrix M P Matnpoq, whose rows
record coordinates of generators of Λ with respect to some ordered o-basis of on.
The coset GLnpoqM comprises all such matrices. Let

δpΛq “ pδ1pΛq, . . . , δnpΛqq P Nn
0

be the vector of valuations of the diagonal entries of any upper-triangular matrix
in GLnpoqM . The vector δpΛq is in fact an invariant of Λ and the flag V ‚ whose
ith member is generated by the first i elements of the ordered basis. We thus call
δpΛq the Hermite composition of Λ relative to V ‚.

Definition 1.8. For variables x “ px1, . . . , xnq and y “ py1, . . . , ynq theHermite–

Smith series is

HSn,opx,yq “
ÿ

Λďon

xincpλpΛqqyδpΛq P ZJx,yK.

Hermite–Smith series are instantiations of Hall–Littlewood–Schubert series:

Theorem D. For C Ď rns, set C˚ “ tn ´ i ` 1 | i P Cu, and write yC “
ś

iPC yi.
We have

HSn,opx,yq “ HLSn

´
q´1,

´
qdnpCqx#CyC˚

¯
C

¯
.

In the proof of Theorem D we show that HSn,o factors over affSinn,o; see (4.3).
Theorem B shows that the Igusa function (1.3) is an instantiation of HLSn.

Corollary 1.9. We have

In

´
Y, pZiqiPrns

¯
“ HLSn

´
Y,

´
Y dnprnszCqZ#C

¯¯
.

In particular, the zeta function ζZn,ppsq is equal to

In

ˆ
p

´1
,
´
p
ipn´iq´is

¯
iPrns

˙
“ HSn,o

ˆ´
p

´is
¯
iPrns

, 1

˙
“ HLSn

´
p

´1
, ppdnpCq´s#CqC

¯
.

Remark 1.10. In Proposition 8.5 we observe that the weak order zeta function

Iwo
n ppXCqCq (see (8.2)) is also a specialization of HLSn. Together with the Igusa
functions In, they are extremal members of the family of generalized Igusa functions,
introduced and studied in [5]. It would be of great interest to find a framework
unifying generalized Igusa functions and Hall–Littlewood–Schubert series.

1.4. Symplectic Hecke series. The Hecke series τpZq and its Fourier transforms
τ̂ ps, Zq associated with the groups of symplectic similitudes GSp2npF q over a local
field F are the focus of [12, Sec. V.5], where Z and s “ ps0, . . . , snq are variables. In
[12, (5.3)] Macdonald gives a formula for τ̂ ps, Zq as a sum of 2n rational functions in
Z and q´s0 , . . . , q´sn , where q is the residue field cardinality of the ring of integers
o of K. To paraphrase this formula, let x “ px0, . . . , xnq and X be variables and
set xC “

ś
iPC xi for C Ď rns. Macdonald exhibits a function

(1.7) Hn,opx, Xq “
Hnum

n pq´1,x, Xqś
IĎrnsp1 ´ xIXq

P Qpx, Xq,

where Hnum
n pY,x, Xq is a polynomial of degree 2n ´ 2 in X , that satisfies

(1.8) τ̂ps0, . . . , sn, Zq “ Hn,opq´s1 , . . . , q´sn , qN´s0Zq

for N “ 1
4
npn ` 1q. We extend the terminology (symplectic) Hecke series to the

rational functions Hn,o. We show that they are substitutions of HLSn.
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Theorem E. For all cDVR o with residue field cardinality q we have

Hn,opx, Xqp1 ´ Xq “ HLSn
`
q´1, pxCXqC

˘
.

In particular,

Hnum
n pY,x, Xq “

ÿ

TPrSSYTn

ΦT pY q
ź

CPT

xCX
ź

∅‰IRT

p1 ´ xIXq P ZrY,x, Xs.

We list the numerator polynomials Hnum
n pY,x, Xq for n ď 3 in Example A.3.

Note that, in addition to providing an alternative to Macdonald’s expression, this
formula explicates a numerator of the rational function τ̂ ps, Xq. It also reveals ad-
ditional properties of the Hn,o: in Proposition 7.1 we record a simple multiplicative
formula for the special value of Hn,opx, Xq at X “ 1. Furthermore, Theorems A
and E imply that the Hecke series also satisfies a self-reciprocity property.

Corollary 1.11. For all cDVR o with residue cardinality q we have

Hn,o

`
x´1, X´1

˘ˇ̌
qÑq´1

“ p´1qn`1qpn
2qx1 ¨ ¨ ¨xnX

2 ¨ Hn,opx, Xq.

Remark 1.12. One can show that the numerator polynomials NnpY,Xq in (1.1)
have no linear term in X, that is, the coefficient, as an element of ZrY s, of XI is 0
for all non-empty I Ď rns. By Theorems A and E, this confirms the conjecture
made in [14, Rem. 1.3]. Theorem A confirms the suggestion made in [26, Rem. 4].

1.5. Quiver representation zeta functions. A quiver Q is a finite directed
graph with vertex set Q0 and arrow set Q1. For α P Q1, write hpαq P Q0 and tpαq
for the respective head and tail of α: if α : i Ñ j, then hpαq “ i and tpαq “ j. Let
R be a commutative ring. An R-representation of Q is a collection U “ pUιqιPQ0

of R-modules Ui, together with an R-module homomorphisms fα : Utpαq Ñ Uhpαq

for each α P Q1. An R-representation U 1, with modules U 1
i and homomorphisms

f 1
α, is a subrepresentation of U if U 1

j ď Uj with inclusion ιj : U 1
j Ñ֒ Uj for all

j P Q0 and fαιj “ ιkf
1
α for all arrows α : j Ñ k. In this case, we write U 1 ď U .

The index of U 1 in U is the product of the indices |Ui : U
1
i | for each i P Q0.

The representation zeta function ζU psq associated with a fixed R-representation
U of a quiver Q was first introduced in [10] for the case when R is a global or
local ring of integers and the Ui free, finite-rank R-modules; see [10, (1.1)]. Let
s “ psiqiPQ0

be complex variables. The representation zeta function is defined as

(1.9) ζU psq “
ÿ

U 1ďU

ź

iPQ0

|Ui : U
1
i |

´si ,

where the sum runs over finite index subrepresentations of U . Certain substitutions
of the rational functions HLSn yield concrete formulae for the (local) representation
zeta functions of various quiver representations. We exemplify this with certain
representations of dual star quivers.

For n P N, the dual star quiver S˚
n is the quiver with vertex set rns and arrows

αi : i Ñ n for all i P rn ´ 1s. See Figure 1.1 for n “ 4. We define a representation
Vnpoq of S˚

n, as follows: let Vi “ oi for all i P rns, and let fαi
: oi Ñ on be an

embedding whose images form a complete isolated flag in Vn “ on.

4

1

2 3

Figure 1.1. The dual star quiver S˚
4
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Theorem F. For C Ď rns, set C0 “ CYt0u and let vC “ pmaxpC0Xris0qqni“1 P Nn
0 .

For the o-representation Vnpoq of S˚
n as above, we have

ζVnpoqpsq “ HLSn

´
q´1,

´
qdnpCq´vC ¨s

¯
C

¯ n´1ź

i“1

ζoipsiq.

We prove Theorem F in Section 4.5.

1.6. Tableaux and Bruhat orders. Hall–Littlewood–Schubert series are defined
as finite sums over reduced tableaux. Identifying this index set with the set of
chains in a poset opens further combinatorial and topological vantage points.

In Section 6 we define a poset structure ⊑ on the set Tn of non-empty subsets of
rns and explore the topological properties of its associated order complex. In this
poset structure, we compare non-empty subsets A and B of rns, written A ⊑ B,
if A and B arise as labels of adjacent columns in some tableau T P SSYTn. This
refines the usual containment relation Ě on rns: if A Ě B, then A ⊑ B. The order
complex ∆pTnq associated with the poset Tn is, as simplicial complex, isomorphic
to the set of rSSYTn of reduced tableaux with labels in rns. We denote by |∆pTnq|
a geometric realization of ∆pTnq.

Theorem 1.13. The simplicial complex |∆pTnq| is Cohen–Macaulay over Z and
homeomorphic to an

``
n`1
2

˘
´ 1

˘
-ball. The number of maximal flags in ∆pTnq is
`
n`1
2

˘
! ¨
śn´1

a“1pa!qśn
b“1pp2b ´ 1q!q

.

We prove Theorem 1.13 in Section 6.3.1. At the heart of the proof is a poset
isomorphism between Tn and a poset arising from the parabolic quotient of the
hyperoctahedral group of degree n by its maximal symmetric group. The partial
order on that set is given by the Bruhat order.

1.7. Main ideas and structure of the paper. Section 2 sets up some essential
notation. It contains a table of notation and may serve as a reference throughout.

Section 3 is central to the paper’s methodology. We associate with a full lattice
Λ in V – on two types of tableaux, viz. the intersection tableaux T ‚pΛq and the
projection tableaux T‚pΛq, both in SSYTn. These tableaux encode how the lattice
Λ is built up successively from the intersections and the projections relative to the
members of a flag in V by cyclic extensions.

In Theorem 4.6 we enumerate the fibers of these two maps in terms of two
combinatorial invariants of a tableau T P SSYTn. The first is the leg polynomial
ΦT pY q introduced in Definition 1.1, and the second is the sum DnpT q of the di-
mensions of the Schubert varieties indexed by the columns of T ; see Definition 4.2.
Since Hall–Littlewood–Schubert series are defined as sums over tableaux that record
their column structure weighted by their leg polynomials, this paves the way to the
proofs of Theorems B and C in Section 4.3 and of Theorem D in Section 4.4. The
proof of Theorem F is given in Section 4.5.

In Section 5 we give an interpretation of the leg polynomials ΦT pY q in terms of
Dyck words. It is logically independent from any of the paper’s main theorems and
may be of independent combinatorial interest.

Hall–Littlewood–Schubert series are Y -analogs of Stanley–Reisner rings of a sim-
plicial complex, namely the order complex ∆pTnq of the poset Tn we define in
Section 6.1. The observation that ∆pTnq is isomorphic to the poset rSSYTn, the
finite indexing set of the sum defining HLSn, is crucial for the rest of this section;
see Lemma 6.1. In Proposition 6.7 we establish an isomorphism between Tn Y t∅u
and a parabolic quotient of the hyperoctahedral group Bn of degree n. This is
an important waypoint towards the proof of Theorem 1.13 in Section 6.3.1. En
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route we leverage the well-known bijection between tableaux and Gelfand–Tsetlin
patterns to obtain quantitative statements about maximal reduced tableaux.

In Section 7 we develop the connections between Hall–Littlewood–Schubert series
and symplectic Hecke series. Apart from our proof of Theorem E, we record in
Section 7.2 a simple multiplicative formula for the special value of the Hecke series
at X “ 1 (see Proposition 7.1), generalizing Schur’s classical Littlewood identities.

Special values of Hall–Littlewood–Schubert series are the theme of Section 8.
We focus on univariate series obtained by setting all the XC to X and Y to
one of 0, 1, or ´1. In the case Y “ 0 the Cohen–Macaulay property of certain
(Stanley–Reisner) rings implies the non-negativity of the relevant series’ numer-
ators; see Proposition 8.2. In the other cases Y “ 1 or Y “ ´1, we formulate
non-negativity conjectures that seem to transcend the remit of Stanley–Reisner
rings of simplicial complexes; see Conjectures 8.3 and 8.7.

In Section 9 we explore different interpretations of Hall–Littlewood–Schubert
series as p-adic integrals. In Section 9.1 we show that classical integrals over the
integral p-adic points of groups of symplectic similitudes are instances of Hall–
Littlewood–Schubert series. This yields a simplified proof of a combinatorial iden-
tity for these integrals in terms of Igusa functions, previously proven in [1]. We use a
different expression of HLSn as a p-adic integral to prove Theorem A in Section 9.3.

2. Notation

We recall some standard definitions and notation from the theories of integer
partitions, tableaux, and lattices. We write N “ t1, 2, . . . u, and for I Ď N, set
I0 “ I Y t0u. For a, b P N, let ra, bs “ ta, a` 1, . . . , bu and ras “ r1, as. For C Ď rns
and k P N, let Cpkq be the kth smallest member of C. We also set Cp#C`1q “ n`1.
For a variable Y , we set

`
n
∅

˘
Y

“ 1, and for I Ď rns with k “ maxpIq, set

ˆ
n

I

˙

Y

“

ˆ
n

k

˙

Y

ˆ
k

Iztku

˙

Y

“
p1 ´ Y nqp1 ´ Y n´1q ¨ ¨ ¨ p1 ´ Y n´k`1q

p1 ´ Y qp1 ´ Y 2q ¨ ¨ ¨ p1 ´ Y kq
¨

ˆ
k

Iztku

˙

Y

.

For I Ď rns, set majpIq “
ř

iPI i. For u “ pu1, . . . , umq P Zm, set |u| “
řm

i“1 ui P Z.

2.1. Partitions. A partition λ is a weakly decreasing sequence pλiqiPN such that
each λi P N0 and all but finitely many λi are zero. The parts of λ are the positive
λi for i P rns. We denote by Pn the set of all partitions with at most n parts. We
sometimes write λ “ pλ1, . . . , λnq to mean λ “ pλ1, . . . , λn, 0, . . . q.

A partition λ P Pn determines and is determined by its Young diagram , which
is a collection of |λ| cells, arranged in at most n left-justified rows with λi cells in the
ith row, starting at the top and going down. The shape of a Young diagram with n

rows is the partition λ such that λi is the number of cells in row i. The conjugate

partition λ1 corresponds to the Young diagram associated with λ, reflected along
the main diagonal: λ1

i is the number of cells in the ith column.
Given λ, µ P Pn, we write µ Ď λ if µi ď λi for each i P rns. In this case, we

may superimpose the two Young diagrams by aligning the top left corners, with
the Young diagram of shape µ inside of the Young diagram of shape λ. The skew

diagram λ ´ µ is the diagram obtained from the Young diagram with shape λ

by removing all of the cells in µ. A skew diagram is a horizontal strip if there
is at most one cell in each of its columns. We write HoStn for the set of pairs of
partitions pλ, µq P Pn ˆ Pn´1 such that µ Ď λ and λ ´ µ is a horizontal strip.

For λ P Pn, set

(2.1) incpλq “ pλ1 ´ λ2, . . . , λn´1 ´ λn, λnq “ pincipλqqiPrns P Nn
0 .
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Given a sequence of partitions λ‚ “ pλp1q, . . . , λpnqq, we write

incpλ‚q “ pincpλp1qq, . . . , incpλpnqqq.

2.2. Tableaux. A (semistandard Young) tableau T is a Young diagram where
each cell is filled in with a natural number such that the values are non-decreasing
across each row and increasing down each column. For i, j P N, the pi, jq-cell of
T is—if it exists—the cell in the ith row and jth column; its entry is written Tij .
The shape of T is that of its underlying Young diagram, written shpT q. We write
T “ pC1, C2, . . . q for subsets Cj Ď rns to denote the columns of T , where

Cj “ tTi,j | i P rnsu “ tCjpkq | k P r#Cjsu Ď rns.

We write C P T to express that C is a column of T . The weight of T is the
vector wtpT q “ pω1, . . . , ωnq P Nn

0 if T has exactly ωi cells with entry i. A tableau
is reduced if it contains no repeated columns. We write SSYTn for the set of
tableaux with entries in rns and rSSYTn Ď SSYTn for the set of reduced tableaux.

Tableaux are in bijection with flags of partitions where all the skew diagrams
associated with successive pairs of partitions are horizontal strips. For T P SSYTn

and k P rns0, let T pkq be the tableau obtained from T by removing all cells with

labels greater than k. The shape of T pkq is the partition λpkqpT q “ pλ
pkq
1 , . . . , λ

pkq
k q P

Pk. This yields a flag of partitions, namely

λ‚pT q : pq “ λp0qpT q Ď λp1qpT q Ď ¨ ¨ ¨ Ď λpn´1qpT q Ď λpnqpT q “ λ.(2.2)

By the tableau condition, differences of successive pairs of these partitions are
horizontal strips. Conversely, given a flag of partitions

pq “ λp0q Ď λp1q Ď ¨ ¨ ¨ Ď λpn´1q Ď λpnq,

where each successive skew diagram λpiq ´ λpi´1q is a horizontal strip, we obtain
a tableau T of shape λpnq by labelling cells in the ith horizontal strip by i, for
each i P rns. These two constructions are mutually inverse.

2.3. Lattices and isolated (co-)flags. Let o be a cDVR of arbitrary character-
istic and K its field of fractions. Let p Ă o be the unique maximal ideal and π P p

a uniformizing element. We assume that the residue field o{p has characteristic p

and cardinality q, sometimes written Fq.
Fix throughout a free o-module V of finite rank n. An o-lattice Λ ď V is a

o-submodule of V of full rank n. We write LpV q for the set of all such lattices. For
each i P rn ´ 1s0, let Ui be a free o-module. A complete isolated flag is

U0 U1 ¨ ¨ ¨ Un,
ι1 ι2 ιn

where each Ui is an o-module with rank i and the cokernel of each ιj is torsion-free.
Dually, a complete isolated coflag is

U0 U1 ¨ ¨ ¨ Un,
̟0 ̟1 ̟n´1

where each Ui is an o-module with rank i and the coimage of each ̟j is torsion-free.
Fix once and for all a complete isolated flag and a complete isolated coflag of V :

(2.3)
V ‚ : 0 “ V p0q V p1q ¨ ¨ ¨ V pnq “ V,

V‚ : 0 “ Vp0q Vp1q ¨ ¨ ¨ Vpnq “ V.

ι1 ι2 ιn

̟0 ̟1 ̟n´1

We assume, without loss of generality, that each V piq is a submodule of V and each
Vpiq is a quotient of V .

For a partition λ, we define the finite o-module Cλpoq “
À

iPN o{pλi . The
(elementary divisor) type of a lattice Λ P LpV q, written λpΛq, is the partition
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λ with V {Λ – Cλpoq. Let w P Cλpoq and k P N0. Write vppwq ě k if w P pkCλpoq.
For an o-module M , define

AnnM ppkq “
 
m P M

ˇ̌
p
km “ 0

(
.

If M “ Cλpoq, then

λ1
i “ dimFq

`
p
i´1M{piM

˘
“ dimFq

`
AnnM ppiq{AnnM ppi´1q

˘
.

The proof for the following lemma is essentially due to [12, II.4 (4.12)].

Lemma 2.1. Let λ, µ P Pn. Let M be a finite o-module of type λ and N ď M of
type µ. If M{N is cyclic, then µ Ď λ and λ ´ µ is a horizontal strip.

Proof. Since N is a submodule, it follows that µ Ď λ. Fix k P N. Note that
AnnN ppkq “ N XAnnM ppkq and pAnnM ppkq Ď AnnM ppk´1q. Since AnnN ppk´1q “
AnnN ppkq X AnnM ppk´1q, we have

dimFq

`
pAnnN ppkq ` AnnM ppk´1qq{AnnM ppk´1q

˘
“ µ1

k.

As dimFq

`
AnnM ppkq{AnnM ppk´1q

˘
“ λ1

k, we have

dimFq

`
AnnM ppkq{pAnnN ppkq ` AnnM ppk´1qq

˘
“ λ1

k ´ µ1
k.(2.4)

Since AnnM ppkq{AnnN ppkq – pN ` AnnM ppkqq{N and since M{N is cyclic, the
Fq-vector space in (2.4) is also cyclic. Hence, λ1

k ´ µ1
k ď 1 for all k P N. �

2.4. Further notation. We record further notation in the following table.

Symbol Description Reference

Pn partitions with at most n parts Section 2.1

HoStn partitions µ Ď λ yielding horizontal strips Section 2.1

LpV q set of full lattices in V Section 2.3

δpΛq Hermite composition Section 1.3

SSYTn tableaux with labels in rns Section 2.2

rSSYTn tableaux without repeated columns Section 2.2

ΦT pY q Leg polynomial Definition 1.1

HLSnpY,xq Hall–Littlewood–Schubert series Definition 1.2

affSinn,opZq affine Schubert series of intersection type Definition 1.5

affSprn,opZq affine Schubert series of projection type Definition 3.15

Hn,opx, Xq Fourier transform of Hecke series (1.7)

λ‚pT q flag of partitions of tableau T (2.2)

λ‚pΛq flag of partitions of intersection types for Λ (3.7)

T ‚pΛq intersection tableau for Λ Section 3.3

λ‚pΛq flag of partitions of projection types for Λ (3.13)

T‚pΛq projection tableau for Λ Section 3.5

V ‚ complete isolated flag of submodules of V (2.3)

V‚ complete isolated coflag of quotients of V (2.3)

Lin
T pV q lattices with intersection data given by T (3.8)

L
pr
T pV q lattices with projection data given by T (3.14)

D finite Dyck words Section 5

dnpCq dimension of Schubert variety for C Ď rns (1.5)

DkpT q, Dc
kpT q (dual) kth Schubert dimension Definition 4.2

Tn poset on 2rnszt∅u with tableau order Section 6.1
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∆pTnq order complex of Tn Section 6.1

SRn Stanley–Reisner ring associated with Tn Section 8.1

Bn hyperoctahedral group of degree n Section 6.2

GTn Gelfand–Tsetlin patterns of degree n Section 6.3

3. Cyclic extensions of lattices

In this section we prepare the groundwork for our application of Hall–Littlewood–
Schubert series to affine Schubert series of intersection and projection type. In both
cases, we construct a surjective map from the set LpV q of finite-index lattices of
V to the set SSYTn of tableaux comprising the information recorded in the affine
Schubert series of the respective type; see Sections 3.3 and 3.5. In Section 4 we pro-
vide formulae for the cardinalities of the fibers of these maps. Sections 3.1 and 3.2
contain preliminary notation and results on partitions and lattice extensions.

3.1. Corners, gaps, and jigsaws. Before we enumerate lattices by either inter-
section or projection data, we establish a few combinatorial results concerning pairs
of partitions. The section’s examples and figures illustrate them.

The pi, jq-cell of the Young diagram of shape λ P Pn is a corner if there is no
pi ` 1, jq-cell and no pi, j ` 1q-cell in the diagram. Corners have the form pλ1

a, aq
for some a P N and, equivalently, pb, λbq for some b P N.

Let σ be a horizontal strip and pλ, µq P HoStn; see Section 2.3. We write

Cλ,µ “
 

pµ1
a, aq

ˇ̌
a P N, µ1

a “ λ1
a, µ1

a`1 ă λ1
a`1

(
Ď rn ´ 1s ˆ rµ1s.

for the set of the corners of µ within columns not containing a cell of σ and imme-
diately preceding a column containing a cell from σ. The cells in Cλ,µ are, in other
words, those immediately to the west of maximal contiguous substrips of σ. Write
π1 for the projection onto the first coordinate of elements in Cλ,µ and π2 for the
projection onto the second coordinate. Lets us define the sets

Iλ,µ “ π1pCλ,µq, Jλ,µ “ π2pCλ,µq.

Since there is at most one corner in each row and column, #Cλ,µ “ #Iλ,µ “ #Jλ,µ.
We define two additional partitions ν, γ P Pn´1, whose parts are given by

νi “
ÿ

jąi

pλj ´ µjq, γi “ µi ´ νi “ µi ´
ÿ

jąi

pλj ´ µjq.

We note that νi is the number of cells of λ in row i lying above (but not on) a cell
of the horizontal strip σ, whereas γi is the number of such cells lying neither on nor
above a cell of σ. We call ν the valuation partition and γ the gap partition

associated with pλ, µq. The number of cells in λ lying neither on nor above a cell
of σ is denoted

gappλ, µq “ |γ|.(3.1)

Hence, gappλ, µq counts the number of cells in columns of λ in the gaps between
the contiguous strips of σ.

Example 3.1. For n “ 6 and λ “ p9, 8, 7, 6, 2, 1q and µ “ p9, 7, 7, 3, 2q, we illustrate
the valuation and gap partitions in the Young diagram for λ in Figure 3.1. We color
the cells of σ :“ λ ´ µ in blue, the cells of Cλ,µ “ tp3, 7q, p4, 3qu in green, and the
cells above a cell of σ in yellow. The number of yellow cells in row i is γi, and the
number of white or green cells in row i is νi. We note that gappλ, µq “ 13. ♦

Lemma 3.2. Let pλ, µq P HoStn with associated valuation and gap partitions ν, γ,
and set m “ maxpIλ,µq. Suppose

a “ min ptk P N | νk ă |σ|u Y t8uq , b “ mintk P N | γk “ 0u.
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λ “ p9, 8, 7, 6, 2, 1q P P6,

µ “ p9, 7, 7, 3, 2q P P5,

σ “ p0, 1, 0, 3, 0, 1q P N
6
0,

ν “ p5, 4, 4, 1, 1q P P5,

γ “ p4, 3, 3, 2, 1q P P5.

Figure 3.1. Valuation and gap partitions for pλ, µq P HoSt6

Then a ě b if and only if Cλ,µ “ ∅. If a ă b, then νb´1 “ νm.

Proof. The case when a “ 8 is clear, so assume b ď a ă 8. Then νa´1 “ |σ| if
and only if λk “ µk for all k P ra´ 1s. Hence, ra´ 1s X Iλ,µ “ ∅. Since γa “ 0 and
νa´1 “ |σ|, we have λa “ |σ|. Thus, rλas X Jλ,µ “ ∅. Therefore, Cλ,µ “ ∅.

Conversely, suppose Cλ,µ “ ∅. If |σ| “ 0, then we are done, so suppose |σ| P N.
Then there exists k P N such that λ1

i ‰ µ1
i for all i P rks and λ1

j “ µ1
j for all j ą k.

In other words, there exists r P N such that λi “ µi for all i P rr ´ 1s and λr “ |σ|.
Thus νr´1 “ |σ|, so µr ´ νr “ µr ´ p|σ| ´ λr ` µrq “ 0. Hence, γr “ 0 and thus
a ě b.

For the final claim, suppose a ă b. Since γb “ 0 implies µb “ νb, we have
m ď b´1, so assume m ă b´1. Since γb´1 ą 0, we have 0 ă γb´1 ´γb “ µb´1 ´λb.
Hence, µb´1 ą λb ě µb, so that pb´1, µb´1q is a corner of µ. For r “ µb´1, we have
λ1
r “ µ1

r. For s “ µm, we also have λ1
s “ µ1

s. By maximality of m, we have λ1
i “ µ1

i

for all i P rr, ss. Since pm,µmq and pb ´ 1, µbq are corners, this implies λj “ µj for
all j P rm ` 1, b ´ 1s. Hence,

0 “
b´1ÿ

j“m`1

pλj ´ µjq “ νm ´ νb´1. �

Given pλ, µq P HoStn, we define prλ, rµq P Pn ˆ Pn´1 by

rλ “ λ1 ´ λ “ pλ1 ´ λn, λ1 ´ λn´1, . . . , λ1 ´ λ1q,

rµ “ λ1 ´ µ “ pλ1 ´ µn´1, λ1 ´ µn´2, . . . , λ1 ´ µ1q.
(3.2)

Let ρ P Pn with ρ1 “ ρn “ λ1. The jigsaw operation in (3.2) for λ can be visualized
by reflecting the skew diagram ρ ´ λ vertically and horizontally and for µ with the
same reflections applied to the skew diagram ρ´pλ1, µ1, . . . , µn´1q. For all i P rµ1s,

λ1
i ` rλ1

n´i`1 “ n, µ1
i ` rµ1

n´i`1 “ n ´ 1.(3.3)

This implies that rλ ´ rµ is a horizontal strip, so prλ, rµq P HoStn. Moreover,

λ1
i ´ µ1

i “ 0 ðñ rλ1
n´i`1 ´ rµ1

n´i`1 “ 1.(3.4)

Hence gapprλ, rµq is the number of cells in ρ below a cell of σ, or equivalently

gapprλ, rµq “ n|σ| ´ |ν|,(3.5)

where ν is the valuation partition associated with λ and µ.

Lemma 3.3. The map Jλ,µ Ñ Jrλ,rµ given by a ÞÑ n ´ a is a bijection, and

incapµ1q “ incn´aprµ1q.

Proof. Suppose pµ1
a, aq P Cλ,µ, so λ1

a “ µ1
a and λ1

a`1 ‰ µ1
a`1. By (3.4),

rλ1
n´a`1 ‰ rµ1

n´a`1,
rλ1
n´a “ rµ1

n´a.
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So prµ1
n´a, n ´ aq P Crλ,rµ. Thus, Cλ,µ and Crλ,rµ are in bijection. By (3.3),

incapµ1q “ µ1
a ´ µ1

a`1 “ rµ1
n´a ´ rµ1

n´a`1 “ incn´aprµ1q. �

Example 3.4. We illustrate the jigsaw operation defined in (3.2) with the par-

titions from Example 3.1: λ “ p9, 8, 7, 6, 2, 1q and µ “ p9, 7, 7, 3, 2q yield rλ “

p8, 7, 3, 2, 1, 0q and rµ “ p7, 6, 2, 2, 0q. Figure 3.2 shows the pairs pλ, µq, pλ̃, µ̃q P

HoSt6. There we color the cells of λ ´ µ in blue, Cλ,µ in green, rλ ´ rµ in purple,
and Crλ,rµ in orange. ♦

pλ,µq and prλ, rµq pλ, µq prλ, rµq

Figure 3.2. An illustration of the jigsaw operation (3.2)

3.2. Extending elements for lattices. In this section we study ways to extend
lattices of types λ and to lattices of type µ by adjoining suitable elements. For a
partition λ, we set Dλ “ ti P N | λi ą λi`1u “ tλ1

j | j P Nu. For i P Dλ, we set

ei “ incλi
pλ1q P N. Then

Cλpoq “
à

iPDλ

Cλi
poqei .

For each i P Dλ we let define the projection

(3.6) ϑλ,i : Cλpoq Ñ Cλi
poqei , pw1, w2, . . . q ÞÑ pwi´ei`1, wi´ei`2, . . . , wiq.

Given a partition β, we generalize the projections ϑλ,i to projections

ϑ
β
λ,i : Cβpoq Ñ

eià
j“1

Cβi´j`1
poq

given by the same formula in (3.6). Thus ϑλ
λ,i “ ϑλ,i. We have two specific use

cases for β: for intersection data, β “ µ, and for projection data, β “ p|λ´µ|pn´1qq.

Definition 3.5. Let pλ, µq P HoStn with valuation partition ν P Pn´1. An element
w P Cβpoq is pλ, µq-extending if for all i P Dµ and all j P Iλ,µ,

vp

´
ϑ
β
µ,ipwq

¯
ě νi, vp

´
ϑ
β
µ,jpwq

¯
ď νj .

We call the inequalities in Definition 3.5 “Condition (1)” and “Condition (2)”.

Lemma 3.6. Let pλ, µq P HoStn with µn´1 ‰ 0. Let β P Pn´1 with βn´1 ě λn.
If w P Cβpoq is pλ, µq-extending, then vppwq ě λn and either λn “ µn´1, µ “
pλ1, . . . , λn´1q, or vppwq “ λn.

Proof. Let ν, γ P Pn´1 be the valuation and gap partitions associated with pλ, µq.
As µn´1 ‰ 0, we have n ´ 1 P Dµ. Since mintν1, . . . , νn´1u “ νn´1 “ λn, by
Condition (1) of Definition 3.5 we have that vppwq ě λn.

Assume that λn ‰ µn´1 and µ ‰ pλ1, . . . , λn´1q, so we will show that vppwq “
λn. Note that λn ‰ µn´1 implies that

γn´1 “ µn´1 ´ λn ą 0,
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and µ ‰ pλ1, . . . , λn´1q implies that

νn´1 “ λn ă |λ| ´ |µ|.

By Lemma 3.2 with a ď n ´ 1 and b “ n, we have Iλ,µ ‰ ∅. Moreover for m “
maxpIλ,µq, Lemma 3.2 also implies that νm “ νn´1 “ λn. Since βn ě λn, we have
vppϑµ,n´1pwqq “ λn by Condition (2) of Definition 3.5. Hence, vppwq “ λn. �

Lemma 3.7. Let pλ, µq P HoStn. Let ρ “ pλ1, . . . , λn´1q and τ “ pµ1, . . . , µn´2q.
Let β P Pn´1 and α “ pβ1, . . . , βn´2q. With ̟ : Cβpoq Ñ Cαpoq given by
pw1, . . . , wn´1q ÞÑ pw1, . . . , wn´2q, if w P Cβpoq is pλ, µq-extending, then ̟pwq
is pρ, τq-extending.

Proof. If either µn´1 “ 0 or µn´2 ą µn´1 ą 0, then Dτ Ď Dµ. And in these
cases, Condition (1) of Definition 3.5 holds, with pλ, µq replaced by pρ, τq. Assume,
therefore, that µn´2 “ µn´1 ą 0, so n ´ 2 P Dτ and Dµ “ Dτztn ´ 2u Y tn ´ 1u.
Set e “ incµn´1

pµ1q ě 2. For ̟n´1 :
Àe

j“1 Cβn´e
poq Ñ

Àe
j“2 Cαn´e

poq given by

pw1, . . . , weq ÞÑ pw1, . . . , we´1q, the diagram commutes.

Cβpoq
Àe

j“1 Cβn´e
poq

Cαpoq
Àe

j“2 Cαn´e
poq

ϑ
β

µ,n´1

̟ ̟n´1

ϑα
τ,n´2

Hence, vppϑβ
µ,n´1pwqq ě λn implies

vppp̟n´1ϑ
β
µ,n´1qpwqq “ vpppϑα

τ,n´2̟qpwqq ě λn.

Since τn´2 ´ ρn´1 “ µn´2 ´ λn´1 ě µn´1 ´ λn, Condition (1) of Definition 3.5,
again with pλ, µq replaced by pρ, τq, follows in this case. Because Cρ,τ Ď Cλ,µ,
Condition (2) holds as required. �

3.3. Lattices and their intersection tableaux. Let Λ P LpV q. Recall from
Section 1.2 that λpiqpΛq P Pi is the type of V piq{pV piq X Λq for each i P rns. This
yields the flag of partitions of intersection types associated with Λ

(3.7) λ‚pΛq : pq “ λp0qpΛq Ď λp1qpΛq Ď ¨ ¨ ¨ Ď λpnqpΛq “ λpΛq.

Lemma 3.8. For all i P rns, the skew diagram λpiqpΛq ´ λpi´1qpΛq is a horizontal
strip.

Proof. As V pi´1q ď V piq with respective ranks i ´ 1 and i, the quotient o-module
V piq{ppV piq X Λq ` V pi´1qq is cyclic. Since V piq ` pV pi´1q ` Λq “ V piq ` Λ and
V piq X pV pi´1q ` Λq “ pV piq X Λq ` V pi´1q, we have

V piq{ppV piq X Λq ` V pi´1qq – pV piq ` Λq{pV pi´1q ` Λq.

Since λpjqpΛq is the type of pV pjq ` Λq{Λ and pV piq ` Λq{pV pi´1q ` Λq is cyclic, the
skew diagram λpiqpΛq ´ λpi´1qpΛq is a horizontal strip by Lemma 2.1. �

By Lemma 3.8 the flag λ‚pΛq defines a tableau T ‚pΛq P SSYTn, called the
intersection tableau of Λ, as explained in Section 2.2. Given T P SSYTn we set

Lin
T pV q “ tΛ P LpV q | T ‚pΛq “ T u .(3.8)

In Theorem 4.6 we determine the cardinality f in
n,T poq “ #Lin

T pV q. Thus

(3.9) affSinn,opZq “
ÿ

TPSSYTn

f in
n,T poq ¨ Z incpλ‚pT qq.

Example 3.9. We consider an example in SSYT3. Let
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T “ 1 1 1 2 3
2 2 3

λ‚pT q : pq Ď p3q Ď p4, 2q Ď p5, 3, 0q.

The lattices in Lin
T po3q correspond to GL3poq-cosets of matrices of the form

$
&
%

¨
˝
π2 a12 a13

π3 a23
π3

˛
‚P Mat3poq

ˇ̌
ˇ̌
ˇ̌

vppa12q ě 1, vppa23q “ 2,
vppa13q “ 0,

vppa12a23 ´ π3a13q “ 3

,
.
- .

Thus, f in
3,T poq “ pq ´ 1qpq2 ´ qqpq3 ´ q2q, so the term in affS3,opZq associated with

T is

f in
3,T poq ¨ Z incpλ‚pT qq “ q6p1 ´ q´1q3 ¨ Z3

11Z
2
21Z

2
22Z

2
31Z

3
32Z

0
33.

In Section 5 we describe a combinatorial way to obtain the factor p1 ´ q´1q3 in

f in
3,T poq ¨ Z incpλ‚pT qq in terms of an invariant of a Dyck word associated with the
tableau T ; see Example 5.4. ♦

3.4. Cyclic extensions of lattices by intersection data. For a partition λ P Pn

and a lattice Λ0 P LpV pn´1qq we set

E in
λ pV,Λ0q “

!
Λ P LpV q

ˇ̌
ˇ Λ X V pn´1q “ Λ0, λpΛq “ λ

)
.

The lattices in E in
λ pV,Λ0q are rank-n extensions of the rank-pn´1q lattice Λ0, all of

which have type λ. The formula for the cardinality of E in
λ pV,Λ0q established in The-

orem 3.12 plays an important role in the determination of f in
n,T poq, the cardinality

of Lin
T pV q for T P SSYTn, in Theorem 4.6.

Proposition 3.10. Set µ “ λpΛ0q. If E in
λ pV,Λ0q is non-empty, then λ ´ µ is a

horizontal strip.

Proof. Suppose E in
λ pV,Λ0q ‰ ∅ and Λ P E in

λ pV,Λ0q. We have pΛ ` V pnqq{Λ –

V pn´1q{pΛ X V pn´1qq – Cµpoq and V {Λ – Cλpoq. Since V {pΛ ` V pn´1qq is cyclic,
by Lemma 2.1 we conclude that µ Ď λ and λ ´ µ is a horizontal strip. �

The following proposition is the key to enumerating the lattices in E in
λ pV,Λ0q,

and it establishes the connection between pλ, µq-extending elements of Cµpoq and
lattices Λ P LpV q of type λ.

Proposition 3.11. Let pλ, µq P HoStn and let Λ0 P LpV pn´1qq with µ “ λpΛ0q. Let
v P V zppV ` Λ0q and u P V pn´1q, and set Λ “ opπ|λ|´|µ|v ` uq ` Λ0. The following
are equivalent.

p1q λpΛq “ λ.
p2q The coset u ` Λ0 in V pn´1q{Λ0 is pλ, µq-extending.

Proof. We show that p2q implies p1q. Write the nth term of λpΛq as λnpΛq. By
Lemma 3.7, it suffices to show that λnpΛq “ λn. If µn´1 “ 0, then λn “ 0 since
λ´µ is a horizontal strip. Hence, V {Λ has rank less than n. Therefore, λnpΛq “ 0
as needed, so we assume µ P Pn´1zPn´2.

Let σ “ λ ´ µ, and observe that µn´1 ě λn. Note that

λnpΛq “ min
 
k P N0

ˇ̌
Dv0 P V zpV, πkv0 P Λ

(
.(3.10)

Let w “ u ` Λ0 P V pn´1q{Λ0 – Cµpoq. Since w is pλ, µq-extending, by Lemma 3.6
vppwq ě λn, and therefore by (3.10),

λnpΛq ě λn.

Also by Lemma 3.6, we have three cases. First suppose vppwq “ λn. Thus there

exists a u1 P V zpV such that πλnu1 ` Λ0 “ w. Set u2 “ u1 ` π|σ|´λnv P V zpV , so
πλnu2 P Λ. Hence, λnpΛq ď n in this case. Now consider the second case where
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λn “ µn´1. This implies that γn´1 “ µn´1 ´ λn “ 0. Since w is pλ, µq-extending,
ϑµ,n´1pwq “ 0. Hence, there exists such a u1 P V zpV such that πµn´1u1 ` Λ0 “ w.
As in the first case, this implies that λnpΛq ď λn “ µn´1. Now consider the
final case where µ “ pλ1, . . . , λn´1q, so νn´1 “ |σ| “ λn. By Equation (3.10),
λnpΛq ď |σ| “ λn, so λnpΛq “ λn in all three cases as required.

Now we show that p1q implies p2q. Suppose w is not pλ, µq-extending. Then
there is a largest i P Dµ such that vppϑµ,ipwqq ă νi or a largest j P Iλ,µ such that
vppϑµ,jpwqq ą νj . In both cases, by applying the same inductive proof as above
there is a k P rns such that the value of λkpΛq is strictly smaller or larger than λk.
(The value k depends on the value of the problematic vppϑµ,ipwqq and its relation
to the other νj .) Hence, λpΛq ‰ λ. �

Theorem 3.12. Let pλ, µq P HoStn and let Λ0 P LpV pn´1qq of type µ. Then

#E in
λ pV,Λ0q “ qgappλ,µq

ź

aPJλ,µ

´
1 ´ q´incapµ1q

¯
.

Proof. Let σ “ λ ´ µ be the horizontal strip. Let v P V zppV ` V pn´1qq, so V “
ov ` V pn´1q. For u P V zV pn´1q, set

Λpuq “ ou ` Λ0.

For all u P V there exist α P ozp, f P N0, and u2 P V pn´1q such that

u ` Λ0 “ απfv ` u2 ` Λ0.(3.11)

By Lemma 3.8, if λpV {Λpuqq “ λ, then f “ |σ| in (3.11). Therefore it suffices to
count the number of Λ0-cosets, u ` Λ0, in V such that λpV {Λpuqq “ λ as different
choices of v P V zppV ` V pn´1qq are inconsequential. Thus, by Proposition 3.11,
#E in

λ pV,Λ0q is equal to the number of pλ, µq-extending elements of Cµpoq. For

e,m P N and f P N0 with f ď m, we have #pfCmpoqe “ qepm´fq. For i P N, set
ei “ incµi

pµ1q. Therefore by Proposition 3.11 and (3.1), we have

#E in
λ pV,Λ0q “

ź

iPDµ

qeipµi´νiq
ź

iPIλ,µ

p1 ´ q´eiq “
ź

iPDµ

qeiγi

ź

aPJλ,µ

p1 ´ q´incapµ1qq

“ qgappλ,µq
ź

aPJλ,µ

p1 ´ q´incapµ1qq. �

As consequence of Theorem 3.12 the cardinality of E in
λ pV,Λ0q depends only on

q, λ, and λpV {Λ0q. To reflect this, we define

extinλ,µpoq “ #E in
λ pV,Λ0q(3.12)

whenever pλ, µq P HoStn and µ is the type of Λ0.

Example 3.13. To illustrate Theorem 3.12 we compute extinλ,µpoq for a pair pλ, µq P

HoSt9 by counting the matrices in Mat9poq whose rows generate the lattices in
question. Figure 3.3 displays, besides λ and µ, the horizontal strip σ “ λ ´ σ,
whose cells we color in blue, as well as the associated valuation partition ν and the
gap partition γ. Cells in Cλ,µ we color in green.

We count the cosets in GL9poqzMat9poq with a representative of the form

M “

¨
˚̊
˚̊
˝

π7 π4w2 π3w5 πw7 πw8

π9 Id2
π6 Id3

π4 Id2
π2 Id1

˛
‹‹‹‹‚

P Mat9poq,

where vppw2q “ 0, vppw5q P r3s0, vppw7q “ 0, and vppw8q P r1s0. Because we view
the rows of such matrices as generating the lattices in E in

λ po9,Λ0q, where Λ0 is the
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λ “ p12, 9, 7, 6, 6, 6, 4, 2, 1q P P9,

µ “ p9, 9, 6, 6, 6, 4, 4, 2q P P8,

σ “ p3, 0, 1, 0, 0, 2, 0, 0, 1q P N9
0,

ν “ p4, 4, 3, 3, 3, 1, 1, 1q P P8,

γ “ p5, 5, 3, 3, 3, 3, 3, 1q P P8.

Figure 3.3. Data associated with an example pλ, νq P HoSt9.

lattice generated by the lower right 8ˆ 8 matrix in M , we need only count specific
cosets for the wi, namely, w2 P po{p5q2, w5 P po{p3q3, w7 P po{p3q2, and w8 P o{p.
Their respective contributions to the number of such cosets are q10p1 ´ q´2q, q9,
q6p1 ´ q´2q and q. Hence,

extinλ,µpoq “ q26p1 ´ q´2q2.

Note that 26 “ 5 ` 5 ` 3 ` 3 ` 3 ` 3 ` 3 ` 1 “ gappλ, µq and Jλ,µ “ t4, 9u with

µ1 “ p8, 8, 7, 7, 5, 5, 2, 2, 2q P P9, incpµ1q “ p0, 1, 0, 2, 0, 3, 0, 0, 2q P N9
0.

♦

3.5. Lattices and their projection tableaux. We dualize the approach followed
in Section 3.3. Recall from Section 2.3 that V‚ is a complete isolated coflag with pro-
jections ̟i : Vpi`1q ։ Vpiq. For i P rns, let λpiqpΛq P Pi be the type of V piq{̟ipΛq.
This yields the flag of partitions of projection types associated with Λ, similar
to (3.7):

(3.13) λ‚pΛq : pq “ λp0qpΛq Ď λp1qpΛq Ď ¨ ¨ ¨ Ď λpnqpΛq “ λpΛq.

Lemma 3.14. For all i P rns, the skew diagram λpiqpΛq ´λpi´1qpΛq is a horizontal
strip.

Proof. For each j P rn ´ 1s0, let ˆ̟ j “ ̟i̟i`1 ¨ ¨ ¨̟n´1, so that ˆ̟ j : V ։ Vpjq.
Since the coimage of each ̟i is torsion-free, the coimage of ˆ̟ j is torsion-free. Let
Un´j “ kerp ˆ̟ jq ď V , which is therefore isolated in V , so the full pre-image of
ˆ̟ jpΛq is Λ`Un´j. Hence the U‚ form a complete isolated flag of V . For all i P rns,

pΛ ` Un´i`1q{pΛ ` Un´iq – Un´i`1{ppUn´i`1 X Λq ` Un´iq,

and is therefore cyclic (see the proof of Lemma 3.8) and

ˆ̟ ipΛ ` Un´i`1q{ ˆ̟ ipΛ ` Un´iq – pΛ ` Un´i`1q{pΛ ` Un´iq.

By Lemma 2.1, the statement follows. �

By Lemma 3.14 the flag λ‚pΛq determines a tableau T‚pΛq, called the projection
tableaux of Λ, as explained in Section 2.2. Given T P SSYTn we set

L
pr
T pV q “ tΛ P LpV q | T‚pΛq “ T u ,(3.14)

in analogy with (3.8). In Theorem 4.6 we determine the cardinality f
pr
n,T poq “

#L
pr
T pV q. The following is analogous to Definition 1.5; see (3.9).

Definition 3.15. The affine Schubert series of projection type is

affSprn,opZq “
ÿ

TPSSYTn

f
pr
n,T poq ¨ Z incpλ‚pT qq P ZJZK.

We list these rational (!) functions for n ď 3 in Example A.2.

Example 3.16. We revisit the tableau from Example 3.9:
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T “ 1 1 1 2 3
2 2 3

λ‚pT q : pq Ď p3q Ď p4, 2q Ď p5, 3, 0q.

The lattices in L
pr
T po3q correspond to GL3poq-cosets of matrices of the form

$
&
%

¨
˝
π3 b12 b13

π3 b23
π2

˛
‚P Mat3poq

ˇ̌
ˇ̌
ˇ̌

vppb12q “ 2, vppb23q ě 1,
vppb13q “ 0,

vppb12b23 ´ π3b13q “ 3

,
.
- .

Thus, fpr
3,T poq “ pq ´ 1q2pq2 ´ qq, so the term associated with T is

f
pr
3,T poq ¨ Z incpλ‚pT qq “ q4p1 ´ q´1q3 ¨ Z3

11Z
2
21Z

2
22Z

2
31Z

3
32Z

0
33. ♦

3.6. Cyclic extensions of lattices by projection data. We shall prove Theo-
rem 4.6 by induction on n. For the induction step we enumerate, in Theorem 3.17,
cyclic extensions of lattices. For λ P Pn and a lattice Λ0 P LpVpn´1qq, we set

E
pr
λ pV,Λ0q “ tΛ P LpV q | ̟n´1pΛq “ Λ0, λpΛq “ λu .

In complete analogy with Proposition 3.10 one proves that the set E
pr
λ pV,Λ0q is

empty unless λ ´ µ is a horizontal strip, where µ is the type of Λ0.

Theorem 3.17. Let pλ, µq P HoStn and let Λ0 P LpVpn´1qq of type µ. Then

#E
pr
λ pV,Λ0q “ qgapprλ,rµq

ź

aPJrλ, rµ

p1 ´ q´incaprµ1qq.

Proof. Set σ “ λ ´ µ and d “ |σ|, and let v P kerp̟n´1qzpV . By Lemma 3.14, for
each lattice Λ P E

pr
λ pV,Λ0q, we have Λ X ov “ pdv. Since V is free, there exists

W ď V such that V “ W ‘ ov. For each i P rn ´ 1s, define ui ` pdv P ov{pdv such
that ui ´ vi P W ` pdv. Write u “ pu1 ` pdv, . . . , un´1 ` pdvq P pov{pdvqn´1 –
Cdpoqn´1. Thus, each Λ P E

pr
λ pV,Λ0q gives rise to such an element u by applying

V ÞÑ V {pW ` pdvq to the generators of Λ. By an argument that is analogous to
Proposition 3.11, we claim that these elements u both characterize such lattices
and are in bijection with the pλ, µq-extending elements of Cdpoqn´1.

It suffices to count the number of pλ, µq-extending elements in Cdpoqn´1. Let
ν P Pn´1 be the valuation partition. Then by (3.5) and Lemma 3.3,

#E
pr
λ pV,Λ0q “

ź

iPDµ

qeipd´νiq
ź

iPIλ,µ

p1 ´ q´eiq “ qgapprλ,rµq
ź

aPJrλ, rµ

p1 ´ q´incaprµ1qq. �

In analogy with (3.12) we define extprλ,µpoq “ #E
pr
λ pV,Λ0q whenever pλ, µq P

HoStn and µ is the type of Λ0.

Example 3.18. To illustrate Theorem 3.17, we compute extprλ,µpoq for the same

pλ, µq P HoSt9, displayed in Figure 3.3 for which we computed extintλ,µpoq in Exam-

ple 3.13. Here we count the cosets in GL9poqzMat9poq with a representative of the
form

M “

¨
˚̊
˚̊
˝

π9 Id2 π4w2

π6 Id3 π3w5

π4 Id2 πw7

π2 Id1 πw8

π7

˛
‹‹‹‹‚

P Mat9poq,

where vppw2q “ 0, vppw5q P r3s0, vppw7q “ 0, and vppw8q P r1s0. Again we need only
count specific cosets for the wi, namely, w2 P po{p3q2, w5 P po{p4q3, w7 P po{p6q2,
and w8 P o{p6. Their respective contributions to the number of such cosets are
q6p1 ´ q´2q, q12, q12p1 ´ q´2q and q6. Hence,

extprλ,µpoq “ q36p1 ´ q´2q2.
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Note that rλ “ p11, 10, 8, 6, 6, 6, 5, 3, 0q and rµ “ p10, 8, 8, 6, 6, 6, 3, 3q, so the gap
partition is p6, 6, 6, 4, 4, 4, 3, 3q, whose entry sum is 36. ♦

4. Enumerating lattices by tableaux

We build off of Section 3 to enumerate lattices by their tableaux data. Here, we
see the leg polynomial of Definition 1.1 come into play, and we show that it is equal
to f in

n,T poq and f
pr
n,T poq, up to a monomial factor in q. At the end of this section,

we prove Theorems B, C and F.

4.1. Jigsaws and complements. We extend the jigsaw operation defined in Sec-
tion 3.1 in (3.2) to tableaux. Recall from Section 2.2 that tableaux are equivalent
to flags of partitions whose consecutive skew diagrams are horizontal strips.

Suppose T P SSYTn with λpiq “ λpiqpT q for all i P rns. Define

Ąλpiq “
´
λ

pnq
1 ´ λ

piq
i , λ

pnq
1 ´ λ

piq
i´1, . . . , λ

pnq
1 ´ λ

piq
1

¯
P Pi.(4.1)

As in Section 3.1, one argues that the skew diagram Čλpi`1q ´ Ąλpiq is a horizontal

strip for all i P rn ´ 1s. Write rT for the tableau obtained from the flag Ăλ‚ defined
by (4.1).

With T “ pC1, . . . , Cℓq P SSYTn, we define the complement tableau to be

T c “ prnszCℓ, rnszCℓ´1, . . . , rnszC1q ,

where we truncated entries equal to ∅ arising from columns Ci “ rns.

Proposition 4.1. For all T P SSYTn we have rT “ T c.

Proof. Let λpkq “ λpkqpT q “ shpT pkqq. Then Ąλpkq is obtained from the skew diagram

ρ ´ pλ
pnq
1 , . . . , λ

pnq
1 , λ

pkq
1 , . . . , λ

pkq
k q by applying a horizontal and vertical reflection,

where ρ “ ppλ
pnq
1 qnq P Pn. Therefore, for k P rn ´ 1s and all i P rλ

pkq
1 s,

pλ
pk`1q
i q1 ` pČλpk`1qq1

i “ k ` 1, pλ
pkq
i q1 ` pĄλpkqq1

i “ k.

Hence, the conclusion holds. �

Recall that dnpCq is the dimension of the Schubert variety associated with C Ď
rns; see (1.5).

Definition 4.2. For T P SSYTn and k P rns, the kth Schubert dimension and
the kth dual Schubert dimension of T are

DkpT q “
ÿ

CPT pkq

dkpCq, Dc
kpT q “

ÿ

CPT pkq

dkprkszCq “ DkpT cq.

We now relate the gap statistic from Section 3.1 with the sum of the dimensions
of the Schubert varieties associated with the columns of T .

Lemma 4.3. For T P SSYTn and k P rn ´ 1s, we have

Dk`1pT q “ DkpT q ` gap
´
λpk`1qpT q, λpkqpT q

¯
,

Dc
k`1pT q “ Dc

kpT q ` gap
´Čλpk`1qpT q, ĄλpkqpT q

¯
.

Proof. By Proposition 4.1, it suffices to prove the first equality. Suppose T has ℓ

columns, and write T pkq “ pC1, . . . , Cℓq and T pk`1q “ pC 1
1, . . . , C

1
ℓq. For each j P rℓs,

dk`1pCjq ´ dkpC 1
jq “ majprk ` 1szCjq ´ majprkszC 1

jq

`

ˆ
n ´ #C 1

j

2

˙
´

ˆ
n ´ #Cj ` 1

2

˙
.
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We have two cases to consider. First suppose Cj “ C 1
j , so k ` 1 is not contained

in Cj , and dk`1pCjq ´ dkpC 1
jq “ #Cj . Now assume that Cj “ C 1

j Y tk ` 1u. Then
dk`1pCjq´dkpC 1

jq “ 0. Therefore, Dk`1pT q´DkpT q is equal to the number of cells
in columns without cells labeled k ` 1 whose entries are less than k ` 1. Hence,

Dk`1pT q ´ DkpT q “ gap
´
λpk`1qpT q, λpkqpT q

¯
. �

We note that for C Ď rns with k “ #C, the sum of the Schubert dimensions
dnpCq ` dnprnszCq is equal to kpn ´ kq, the dimension of the Grassmannian of
k-dimensional subspaces in an n-dimensional vector space. For shpT q “ λ,

DnpT q ` Dc
npT q “

ÿ

iě1

λ1
ipn ´ λ1

iq.

We now express the leg polynomial of T in terms of the leg polynomial of T pn´1q.

Lemma 4.4. Let T P SSYTn. Write pλ, µq “ pshpT q, shpT pn´1qqq P HoStn.

ΦT pY q

ΦT pn´1q pY q
“

ź

aPJλ,µ

p1 ´ q´incapµ1qq “
ź

aPJrλ, rµ

p1 ´ q´incaprµ1qq.

In particular, ΦT cpY q “ ΦT pY q.

Proof. By setting L
pnq
T “ tpi, jq P N2 | Leg`

T pi, jq ‰ ∅, Tipj`1q “ nu, we have

ΦT pY q “ ΦT pn´1q pY q
ź

pi,jqPL
pnq
T

´
1 ´ Y #Leg

`
T

pi,jq
¯
.

Write T “ pC1, . . . , Cℓq, and suppose pi, jq P L
pnq
T . Then Tipj`1q “ n and n R Cj .

Since λ ´ µ are precisely the cells of T labeled n we have pµj , jq P Cλ,µ. By
Lemma 3.3, the result follows. �

Example 4.5. We revisit Example 3.4, where n “ 6, λ “ p9, 8, 7, 6, 2, 1q, and
µ “ p9, 7, 7, 3, 2q. Let T P SSYT6 be given by the flag of partitions

λ‚pT q : pq Ď p4q Ď p6, 3q Ď p7, 6, 2q Ď p7, 7, 6, 2q Ď p9, 7, 7, 3, 2q Ď p9, 8, 7, 6, 2, 1q.

Figure 4.1 illustrates the conclusion of Proposition 4.1. One sees that

D6pT q “ 25 “ 1 ` 2 ` 0 ` 9 ` 13, Dc
6pT q “ 35 “ 2 ` 5 ` 6 ` 12 ` 10

Furthermore, ΦT pY q “ p1 ´ Y q4p1 ´ Y 2q “ ΦT cpY q, as stated by Lemma 4.4. ♦

1 1 1 1 2 2 3 5 5
2 2 2 3 3 3 4 6 6
3 3 4 4 4 4 5 4 4
4 4 5 6 6 6 6 3 3
5 5 6 5 5 5 2 2 2
6 6 3 2 1 1 1 1 1

T and T c

1 1 1 1 2 2 3 5 5
2 2 2 3 3 3 4 6
3 3 4 4 4 4 5
4 4 5 6 6 6
5 5
6

T

1 1 1 1 1 2 3 6
2 2 2 5 5 5 6
3 3 6
4 4
6

T c

Figure 4.1. An illustration of the jigsaw operation on tableaux
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4.2. Enumerating lattices by intersection and projection tableaux. We
apply the results of Section 4.1 to compute both f in

n,T poq and f
pr
n,T poq in one motion.

Theorem 4.6. Let T P SSYTn. Then

f in
n,T poq “ qDnpT qΦT pq´1q,

f
pr
n,T poq “ qD

c

npT qΦT pq´1q “ f in
n,T cpoq.

Proof. We proceed by induction on n, the case n “ 1 being trivial since f in
1,T poq “

f
pr
1,T poq “ 1 for T P SSYT1. Assume that n ą 1 and that the statement holds

for n ´ 1. Let T P SSYTn, and write pλ, µq “ pshpT q, shpT pn´1qqq. Then we have

f in
n,T poq “ f in

n,T pn´1qpoqextinλ,µpoq pEquation (3.12)q

“ f in
n,T pn´1qpoqqgappλ,µq

ź

aPJλ,µ

´
1 ´ q´incapµ1q

¯
pTheorem 3.12q

“ qgappλ,µq`Dn´1pT qΦT pn´1q pq´1q
ź

aPJλ,µ

´
1 ´ q´incapµ1q

¯
pInductionq

“ qDnpT qΦT pn´1q pq´1q
ź

aPJλ,µ

´
1 ´ q´incapµ1q

¯
pLemma 4.3q

“ qDnpT qΦT pq´1q. pLemma 4.4q

Since Dc
kpT q “ DkpT cq, the statement follows by Lemma 4.4. �

4.3. Proof of Theorem B and Theorem C. We first show that, for T P SSYTn,

Z incpλ‚pT qq “
ź

CPT

Zn,C .(4.2)

Suppose T “ pC1, C2q P SSYTn is a two-column tableau. Then λ‚pT q “ λ‚pC1q `
λ‚pC2q, where the Ci are treated as one-column tableaux for i P t1, 2u. Thus it
suffices to show that (4.2) holds for one-column tableaux T “ pCq for C Ď rns.

Let k P rns. Then λpkqpT q “ p1prkqq P Pk, where rk “ #pC X rksq. Let ei P Nk
0

be the vector with 1 in the ith entry and 0 elsewhere. Then incpλpkqpT qq “ erk and
Cprkq ď k. For a “ Cprkq and b “ Cprk `1q, setting b “ n`1 if rk “ #C, we have

incpλpaqpT qq “ incpλpa`1qpT qq “ ¨ ¨ ¨ “ incpλpb´1qpT qq “ erk .

Therefore, (4.2) follows from the fact that Z incpλ‚pT qq “ Zn,C ; see (1.6). Putting
everything together, we conclude that

affSinn,opZq “
ÿ

TPSSYTn

f in
n,T poqZ incpλ‚pT qq pEquation (3.9)q

“
ÿ

TPSSYTn

ΦT pq´1qqDnpT qZ incpλ‚pT qq pTheorem 4.6q

“
ÿ

TPrSSYTn

ΦT pq´1q
ÿ

pmCqPNT

ź

CPT

´
qdnpCqZn,C

¯mC

pEquation (4.2)q

“
ÿ

TPrSSYTn

ΦT pq´1q
ź

CPT

qdnpCqZn,C

1 ´ qdnpCqZn,C

“ HLSnpq´1,
´
qdnpCqZn,CqC

¯
P Zrqs pZq .

This completes the proof of Theorem B. �

Apply Theorem 4.6 to get an analogous proof for Theorem C. �
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4.4. Proof of Theorem D. We define a ring a homomorphism

Υn : ZJZK Ñ ZJx,y˘1K

Zij ÞÑ

#
y

´j
n´iy

j
n´i`1 if i ‰ n,

xjy
j
1 if i “ n.

We first prove an intermediate equation:

HSn,opx,yq “ affSinn,o

´
pΥnpZijqq

1ďjďiďn

¯
.(4.3)

Fix a lattice Λ P Lponq and, for i P rns, let λpiq “ λpiqpΛq and δi “ δipΛq. By
Lemma 3.8 we have, for all i P rns,

δn´i`1 “ |λpiq ´ λpi´1q| “
ÿ

jě1

j
´
incjpλpiqq ´ incjpλpi´1qq

¯
.

Convening that y0 “ 1, this yields

yδ “
nź

i“1

y
δn´i`1

i “
nź

i“1

y

ři
j“1

jpincjpλpiqq´incjpλpi´1qqq
i “

ź

1ďjďiďn

˜
y
j
n´i`1

y
j
n´i

¸incjpλpiqq

.

Thus, (4.3) holds by Equation (1.4) and since

xincpλpΛqqyδpΛq “

¨
˝ ź

1ďjďiďn

˜
y
j
n´i`1

y
j
n´i

¸incjpλpiqq
˛
‚ ź

1ďjďn

x
incjpλpnqq
j .

The second step is to show that for all C Ď rns, we have

x#CyC˚ “ ΥnpZn,Cq.(4.4)

Set m “ #C. Assume that n P C. In this case,

ΥnpZn,Cq “ xmym1

m´1ź

k“1

Cpk`1q´Cpkq´1ź

ε“0

y´k
n´Cpkq´ε

ykn´Cpkq´ε`1

“ xmym1

m´1ź

k“1

ykn´Cpkq`1y
´k
n´Cpk`1q`1

“ xmyC˚ .

The case where C Ď rn´1s is similar. Thus, (4.4) holds. Applying Theorem B and
(4.4) to (4.3) completes the proof. �

4.5. Proof of Theorem F. Write V “ Vnpoq “ pViq
n
i“1, where Vi “ oi. The

zeta function ζV psq is a sum over all finite index subrepresentations V 1 of V . By
assumption 0 ă α1poq ă ¨ ¨ ¨ ă αn´1pon´1q ă on is a complete isolated flag, so we
set V piq “ αipo

iq.
Fix a sublattice Λ ď Vn, and set V 1

n “ Λ. For i P rn ´ 1s, a sublattice V 1
i ď oi is

compatible with V 1
n if and only if αipV

1
i q Ď V piq X Λ. Since the αi are embeddings,

Λ determines a canonical subrepresentation V Λ “
`
α´1
i pV piq X Λq

˘n
i“1

. Moreover,

every family pV 1
i qn´1

i“1 of sublattices of V piq X Λ determines a subrepresentation
V 1 ď V Λ with V 1

n “ Λ. Since V 1
i – oi for all i P rn ´ 1s,

ÿ

V 1
i ďV Λ

i

ˇ̌
V Λ
i : V 1

i

ˇ̌´si
“ ζoipsiq.

Recall that vC “ pmaxpC0 X ris0qqni“1 P Nn for C Ď rns. Thus, by Theorem B,

ÿ

Λďon

|on : Λ|´sn
n´1ź

i“1

ˇ̌
ˇV piq : V piq X Λ

ˇ̌
ˇ
´si

“
ÿ

TPSSYTn

f in
n,T poq

nź

i“1

q´|λpiqpT q|si
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“ affSinn,o
`
pq´jsi q1ďjďiďn

˘

“ HLSn

´
q´1,

´
qdnpCq´vC ¨s

¯
C

¯
.

Putting everything together, we have

ζV psq “
ÿ

Λďon

nź

i“1

ˇ̌
o
i : V Λ

i

ˇ̌´si
ÿ

V 1ďV Λ

V 1
n“Λ

n´1ź

i“1

ˇ̌
V Λ
i : V 1

i

ˇ̌

“ HLSn

´
q´1,

´
qdnpCq´vC ¨s

¯
C

¯ n´1ź

i“1

ζoipsiq,

which completes the proof of Theorem F. �

5. Tableaux and Dyck word statistics

In this section we interpret the leg polynomials ΦT pY q from Definition 1.1 in
terms of Dyck words. Write D for the set of finite Dyck words, viz. words in letters
0 and 1, both with equal multiplicity, with the property that no initial segment
contains more 1s than 0s. We define maps

D : SSYTn Ñ D in Section 5.1, from tableaux to Dyck words,

P : D Ñ ZrY s in Section 5.2, from Dyck words to polynomials.

Proposition 5.3 expresses the leg polynomial ΦT in terms of PpDpT qq.

5.1. From reduced tableaux to Dyck words. We first define D on 2-column
tableaux T “ pC1, C2q. Set C1 “ C1zpC1 X C2q and C2 “ C2zpC1 X C2q. Clearly
a :“ #C1 ě #C2 “: b. We obtain a Dyck word DpT q as follows: form a word from
the a`b pairwise distinct elements in C1 YC2 by writing them in natural ascending
order. Now replace every element of C1 by a copy of 0 and every element of C2 by
a copy of 1 and a further a ´ b (“phantom”) copies of 1. The tableau condition
ensures that DpT q is indeed a Dyck word of length 2a.

To define D on a general tableaux T “ pC1, . . . , Cℓq, for ℓ P N0, simply con-
catenate the Dyck words for the 2-column tableaux comprising adjacent pairs of

columns of T , in natural order: DpT q “
śℓ´1

i“1 DppCi, Ci`1qq.

Example 5.1. Let C1 “ t1, 2, 3, 4, 7, 9u and C2 “ t2, 5, 6, 8u, and let T “ pC1, C2q.
Figure 5.1 shows, on the left, T together with the Dyck word DpT q “ 00011010¨11
of length 10. The tableau T also yields the first two columns of the tableau T 1 on
the right in Figure 5.1. In fact, DpT 1q “ DpT q ¨ p001 ¨ 1q ¨ p0100 ¨ 11q. ♦

1 2
2 5
3 6
4 8
7
9

DpT q “ 0001101011

1 2 2 3
2 5 7
3 6 8
4 8
7
9

DpT 1q “ 0001101011 ¨ 0011 ¨ 010011

Figure 5.1. Two tableaux and their Dyck words
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5.2. From Dyck words to polynomials. Let w P D be a Dyck word. There exist
unique r P N0 and ℓ1, . . . , ℓr,m1, . . . ,mr P N such that w “ 0ℓ11m1 . . .0ℓr1mr . For
k P rrs, we define the kth valley and peak via

vallk “
ÿ

iďk

pℓi ´ miq , peakk “ mk ` vallk “ mk `
ÿ

iďk

pℓi ´ miq .

For m P N, we define J0K “ 1, JmK “ 1 ´ Y m, and JmK! “
śm

j“1JjK, and set

(5.1) P : D Ñ ZrY s, w ÞÝÑ
ź

kPrrs

JpeakkK!

JvallkK!
.

One may picture the Dyck word w as a mountain range, where 0 is a line segment
with positive slope and 1 is one with negative slope. Thus, w consists of r peaks at
altitudes peakk, separated by r ´ 1 valleys at altitudes vallk. Note that vallr “ 0
by definition. The factors of the product in (5.1) correspond to the negative slopes
of w, weighted by their altitudes. The mountain range in Figure 5.2, for instance,
has three such segments at height 2 and one each of heights 1 and 3, whence

Pp0001101011q “ p1 ´ Y qp1 ´ Y 2q3p1 ´ Y 3q.

Figure 5.2. The Dyck word 0001101011 as a mountain range

Definition 5.2. For T “ pC1, . . . , Cℓq P SSYTn, define the phantom factor

phanT pY q “
ℓ´1ź

s“1

Jp#Csq ´ p#Cs`1qK! P ZrY s.

For the tableau T 1 on the right in Figure 5.1, for instance, we find phanT 1 pY q “
p1 ´ Y q3p1 ´ Y 2q2. Indeed, the three relevant column pairs yield the respective
factors J2K!, J1K!, and J2K!.

Proposition 5.3. For all T P SSYTn we have

PpDpT qq{ phanT pY q “ ΦT pY q.

Proof. From Definition 1.1, it suffices to show that the statement holds for tableaux
with at exactly two columns, so assume that T “ pC1, C2q. Likewise, the leg poly-
nomial of T is clearly oblivious of common elements of C1 and C2. In other words,
we may also assume that C1 “ C1 and C2 “ C2 are disjoint sets of cardinalities
a “ #C1 ě #C2 “ b, say. We observe further that the leg set

LT “
 

pi, 1q P N2 | Leg`
T pi, 1q ‰ ∅

(
“ tk P rbs | C2pkq ą C1pkqu

is in bijection with the factors defining PpDpT qq bar the final a ´ b factors, which
define JpeakrK! “ phanT pY q. The remaining factors correspond to the negative
slopes of the mountain range associated with the Dyck word DpT q “ 0ℓ1 . . .1mr

indexed by the copies of the letter 1 outside the final factor 1mr . Each of them
corresponds to a leg whose length #Leg`

T pi, 1q is exactly the altitude of the corre-
sponding negative slope. Hence PpDpT qq “ ΦT pY qphanT pY q as claimed. �

Example 5.4. The factor p1 ´ q´1q3 of f in
3,T poq in Example 3.9 and of fpr

3,T poq in

Example 3.16 reflects the fact that PpDpT qq “ Pp010101q “ p1 ´ Y q3. ♦
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6. Reduced tableaux and Bruhat orders

In this section we portray the Hall–Littlewood–Schubert series HLSnpY,Xq as a
Y -analog of the fine Hilbert series of a Stanley–Reisner ring of a simplicial complex.
To explain this vantage point we define, in Section 6.1, a poset structure Tn, called
the tableau order, on the power set of rns that models adjacency of label sets of
columns in tableaux and refines the set-containment relation. In Section 6.2, we
show that Tn is isomorphic to a parabolic quotient of the hyperoctahedral group Bn

under the Bruhat order. Its order complex ∆pTnq is isomorphic to rSSYTn. Using
this and results from Björner–Wachs [3], we prove some topological properties of
∆pTnq in Section 6.3, culminating in the proof of Theorem 1.13 in Section 6.3.1.

6.1. Tableau order on 2rns. We define a partial order on 2rns as follows. Given
non-empty A,B Ď rns, we write A ⊑ B if there exists a 2-column tableau whose
first column comprises the elements of A and whose second column comprises the
elements of B. We write A ⊑ ∅ for all A Ď rns. We call ⊑ the tableau order

on 2rns, and set Tn “ p2rnszt∅u,⊑q. We write I ⊏ J if I ⊑ J and I ‰ J . We note
that, for C,D Ď rns, C ⊑ D if and only if rnszD ⊑ rnszC. Figure 6.1 gives the
Hasse diagrams for Tn for n P t2, 3, 4u.

12

1

2

n “ 2

123

1

2

3

12

13

23

n “ 3

1234

1

2

3

4

12

13

14 23

24

34

123

124

134

234

n “ 4

Figure 6.1. Hasse diagrams for Tn for n P t2, 3, 4u

Let P be a poset. The order complex of P , written ∆pP q, is the simplicial
complex whose simplices are the flags of P .

Lemma 6.1. The posets ∆pTnq and rSSYTn are isomorphic.

Proof. The columns of a tableau T “ pC1, . . . , Cℓq P rSSYTn form, by definition of
Tn, a flag C1 ⊏ C2 ⊏ ¨ ¨ ¨ ⊏ Cℓ. Conversely, every such flag yields a reduced tableau
pC1, . . . , Cℓq. The bijection is clearly order-preserving. �

Remark 6.2. We leave it to the reader to verify that, given T P rSSYT, we have
ΦT “ 1 if and only if the columns pC1, . . . , Cℓq of T form a flag C1 Ě C2 Ě ¨ ¨ ¨ Ě Cℓ.

Let pP,ăq be a poset and x, y P P . We say that x covers y if x ă y and
x ď z ă y implies z “ x. We call such a y an upper cover for x. If C,C 1 P Tn

such that C 1 covers C, then we write C
‚
⊏ C 1. We characterize all upper covers in

Tn in Proposition 6.4.
Let C P Tn and let 1 ď a ď b ď n such that C contains the interval ra, bs “

ta, a`1, . . . , bu. The latter is isolated in C if both a´1 and b`1 are not contained
in C. For example, C “ t1, 2, 3, 5u P T5 has exactly the two isolated intervals r1, 3s
and r5, 5s. Assume that ra, bs is an isolated interval in C P Tnzttnuu.
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Note that every C P Tn allows a unique decomposition

(6.1) C “
kğ

i“1

rai, bis

as a disjoint sum of isolated intervals, for uniquely determined k P N and 1 ď a1 ď
b1 ă b1 ` 1 ă a2 ď b2 ă ¨ ¨ ¨ ă ak ď bk ď n. The elevation of C at ra, bs is

pCab “ ppCztbuq Y tb ` 1uq X rns P Tn.

For C “ t1, 2, 3, 5u P T5, the two elevations are pC13 “ t1, 2, 4, 5u and pC55 “ t1, 2, 3u.

Lemma 6.3. Let C “ ra, bs P Tnzttnuu. The unique upper cover for C is pCab.

Proof. Observe that C ⊏ pCab. Let C
1 Ď rns such that C ⊑ C 1 ⊏ pCab. We have two

cases depending on whether b “ n or not.
First we assume that b ‰ n. We have two additional cases based on whether

#C ´ #C 1 is 0 or 1. Assume first that #C ´ #C 1 “ 1. Since C ⊑ C 1 and

minpCq “ a, it follows that ra,#C 1 ` a ´ 1s ⊑ C 1. But pCab ⊏ ra,#C 1 ` a ´ 1s,
which is a contradiction. Hence, #C ´ #C 1 “ 0. Let k “ #C, and for all i P rks,

Cpiq ď C 1piq.(6.2)

Assume via contradiction that C ‰ C 1, so there exists some i P rks such that (6.2)

is strict. It follows that Cpkq “ b ă b ` 1 ď C 1pkq. Therefore, pCab ⊑ C 1, which is a

contradiction. Thus, C “ C 1 in this case, so that pCab is the unique cover for C.
Now we assume that b “ n. It follows that #C ´ #C 1 “ 1. Since minpCq “ a,

ra,#C 1 ` a ´ 2s ⊑ C 1, but a “ n ´ #C ` 1, implying that pCab ⊑ C 1. This is a

contradiction, so pCab is the unique cover. �

Proposition 6.4. Let C P Tnzttnuu be as in (6.1). For each i P rks, we have

C
‚
⊏

˜
pCai,bi \

ğ

j‰i

raj, bjs,

¸

and all upper covers of C in Tn are of this form.

Proof. This is a simple induction on k, the base case being Lemma 6.3. �

6.2. Bruhat order on B
rn´1s
n . Let pW,Sq be a Coxeter system, so that W is

a Coxeter group with simple reflections S. Let ℓ “ ℓW be the (Coxeter) length
function. Let w,w1 P W , where w1 has reduced expression s1 ¨ ¨ ¨ sa for elements
si P S, so in particular ℓpw1q “ a. We write w ď w1 if there exists a reduced
expression w “ si1 ¨ ¨ ¨ sib with ti1, . . . , ibuă Ď ras. The relation ď on pW,Sq is the
Bruhat order ; see, for instance, [3, Sec. 2.3] (“subword property”).

The hyperoctahedral group Bn is a Coxeter group generated by simple reflec-
tions S “ ts0, . . . , sn´1u satisfying the relations

ps0s1q4 “ psisi`1q3 “ psjskq2 “ s2j “ 1

for all i P rn ´ 2s and j, k P rn ´ 1s0 with |j ´ k| ě 2. We relations of the form
psjskq2 “ 1 “commuting relations”. The group Bn is isomorphic to the group of
signed nˆn-permutation matrices: indeed, for i P rn´1s, we may think of si as the
matrix transposing i and i`1; the reflection s0 may be represented by the diagonal
matrix diagp´1, 1, 1, . . . , 1q. In Lemma 6.6 we describe the parabolic quotient

Brn´1s
n “ tw P Bn | @i P rn ´ 1s, ℓpwq ă ℓpwsiqu;

see [2, Lem. 2.4.3]. In [23], elements of w P B
rn´1s
n are called ascending matrices

by dint of their defining property wp1q ă ¨ ¨ ¨ ă wpnq.
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To this end we define elements w1, . . . , wn P Bn by setting w1 “ s0 and wk`1 “
skwk for k P rn ´ 1s. For I “ ti1, . . . , iℓuă Ď rns, set wI “ wi1 ¨ ¨ ¨ wiℓ .

Lemma 6.5. For I Ď rns, the word wI is a reduced expression.

Proof. Since each simple reflection appears in the word wi at most once, wI is a
reduced expression for all I Ď rns with #I ď 1.

Let 1 ď i ă j ď n. We show that we cannot apply the relation s2k “ 1, for
k P rns, without increasing the length of the word w “ wiwj . Since wi is a reduced
expression, by just applying commuting relations we have

w “ si´1 ¨ ¨ ¨ s0sj´1 ¨ ¨ ¨ s0 “ si´1 ¨ ¨ ¨ s1sj´1 ¨ ¨ ¨ s2s0s1s0

“ si´1 ¨ ¨ ¨ s2sj´1 ¨ ¨ ¨ s3s1s2s0s1s0 “ . . .

“ sj´1 ¨ ¨ ¨ si`1psi´1siq ¨ ¨ ¨ psk´1skq ¨ ¨ ¨ ps0s1qs0.

(6.3)

For all k P t3, . . . , iu, we have reduced expressions of the form sk´1sksk´2sk´1 and
s0s1s0 in (6.3). Hence, for all I Ď rns, we cannot apply the relation s2k “ 1 without
increasing the length of the expression for wI .

Let 1 ď i ă j ă k ď n. We show that we cannot apply psrsr`1q3 “ 1 without
increasing the length of w “ wiwjwk. By using the commuting relations and (6.3),
we have

w “ wisk´1 ¨ ¨ ¨ sj`1psj´1sjq ¨ ¨ ¨ ps0s1qs0

“ sk´1 ¨ ¨ ¨ sj`1psj´1sjq ¨ ¨ ¨ psi`1si`2qwipsisi`1q ¨ ¨ ¨ ps0s1qs0

“ sk´1 ¨ ¨ ¨ sj`1psj´1sjq ¨ ¨ ¨ psi`1si`2qpsi´1sisi`1q ¨ ¨ ¨ ps0s1s2qps0s1qs0.

For each r P t1, . . . i ´ 1u, we have expressions of the form

ur :“ psrsr`1sr`2qpsr´1srsr`1qpsr´2sr´1srq,

where s´1 “ 1. We cannot apply either psrsr`1q3 “ 1 or psr´1srq3 “ 1 to the
expression ur without increasing its length. Hence, ur is a reduced expression, so
we cannot apply psrsr`1q3 “ 1 relation to wI for all I Ď rns without increasing its
length. The argument concerning ps0s1q4 “ 1 is similar. �

Lemma 6.6. We have
Brn´1s

n “ twI | I Ď rnsu .

Proof. Let k P rns. Since each wk ends with s0, it follows that ℓpwks1q ą ℓpwkq.
For i P rn´ 1s and i ě k ` 1, the reflection si commutes with all sj for j P rk ´ 1s0,
so ℓpwksiq ą ℓpwkq. Lastly for all i P r2, n´1sXrks, the reflection si commutes with
all but at most two letters in the word wk “ sk´1 ¨ ¨ ¨ s1s0, namely si´1 and si`1.
Thus, ℓpwksiq ą ℓpwkq since

wksi “ sk´1 ¨ ¨ ¨ si`1sisi´1sisi´2 ¨ ¨ ¨ s1s0 “ sk´1 ¨ ¨ ¨ si`1si´1sisi´1si´2 ¨ ¨ ¨ s1s0

“ si´1wk.

By Lemma 6.5, all the wI are reduced expressions. The lemma follows. �

The restriction of the Bruhat order on Bn to B
rn´1s
n defines a partial order. In

particular, w1 ă ¨ ¨ ¨ ă wn. In the next proposition we relate Tn with Bnrn ´ 1s by
means of the set involution g : 2rns Ñ 2rns, I ÞÑ tn ´ j ` 1 | j P rnszIu.

Proposition 6.7. The map α : Tn Y t∅u Ñ B
rn´1s
n given by I ÞÑ wgpIq is an

isomorphism of posets.

Proof. Since g is a bijection and by Lemma 6.6, the map α is a bijection of sets.
It remains to show that α is order-preserving. Suppose C ⊑ D, so rnszD ⊑ rnszC.
Then there is an embedding ι : gpCq Ñ֒ gpDq such that ιpxq ě x for all x P gpCq.
Hence wgpCq ď wgpDq, so α is an order-preserving isomorphism. �
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6.3. Combinatorial and topological properties of Tn. Theorem 1.13 asserts
that |∆pTnq| is Cohen–Macaulay over Z and homeomorphic to an

``
n`1
2

˘
´ 1

˘
-

ball. We prove it in Section 6.3.1. In Section 8 we use it to describe properties of
specializations of the bivariate coarsening HLSnpY, pXqCq at special values of Y .

A finite poset P is graded if it has a unique top and bottom element and all
maximal chains have the same cardinality. The rank of a finite graded poset is one
less than the cardinality of a maximal chain linking bottom and top elements.

Proposition 6.8. The poset Tn is graded of rank
`
n`1
2

˘
´ 1.

Proof. By [3, Chain Property 2.6] and Proposition 6.7, Tn is graded. Observe that

1 ă w1 ă ¨ ¨ ¨ ă wn ă w1wn ă ¨ ¨ ¨ ă wn´1wn ă ¨ ¨ ¨ ă w1 ¨ ¨ ¨wn,

where 1 P Bn is the identity, is a maximal chain in B
rn´1s
n with cardinality

`
n`1
2

˘
`1.

By removing the top element from Tn Y t∅u, the statement follows. �

A tableau T P rSSYTn is maximal if it corresponds to a maximal flag under
the isomorphism in Lemma 6.1. Recall the flag of partitions λ‚pT q “

`
λpiqpT q

˘
iPrns

associated with T ; see (2.2). The following result asserts that T is maximal if and
only if every integer between 1 and

`
n`1
2

˘
is a part of some member of this flag.

Proposition 6.9. Let T P rSSYTn. Then T is maximal if and only if
!
λ

piq
j pT q

ˇ̌
ˇ i P rns, j P ris

)
“

"
1, . . . ,

ˆ
n ` 1

2

˙*
.(6.4)

Proof. Suppose (6.4) holds. Note that λ
pnq
1 pT q is maximal among the parts λ

piq
j pT q.

Since T is reduced and λ
pnq
1 pT q “

`
n`1
2

˘
, it follows that T is maximal.

Suppose T is maximal. Assume, for a contradiction, that some of the parts λ
piq
j

coincide. By definition this means that there are i, j, d P N such that Tij ă Tipj`1q

and Tpi`dqj ă Tpi`dqpj`1q. In other words, there exist rows i and i ` d whose
entries in the jth column are both strictly larger than their respective neighbors
on the right. Write C “ pTijqi for the ith column of T and C 1 “ pTipj`1qqi for its
neighbor on the right. By definition we have C ⊏ C 1. It is easy to verify that the set
C̃ “

 
T1j, . . . , Tij , Tpi`1qj ` 1, Tpi`2qj ` 1, . . .

(
Xrns refines this chain: C ⊏ C̃ ⊏ C 1.

But this contradicts the maximality of T , which implies C
‚
⊏ C 1. So (6.4) holds. �

1 1 1 1 2 3
2 2 3
3

1 1 1 1 2 3
2 2 3
3

Figure 6.2. The two maximal tableaux in rSSYT3 – ∆pT3q

To count maximal flags in ∆pTnq, we consider Gelfand–Tsetlin patterns, which
are known to be in bijection with tableaux. For our purposes, a Gelfand–Tsetlin

pattern of degree n is a lower-triangular matrix A “ paijq P MatnpN0q, satisfying
aij ď api`1qj ď api`1qpj`1q for all relevant values j ď i. We write GTn for the set
of all Gelfand–Tsetlin patterns of degree n.

The first part of the following result is well-known. It asserts that a Gelfand–
Tsetlin pattern records, in its pn ´ iqth off-diagonal, the parts of the ith member
the flag of partitions of a unique tableau, and all tableaux arise in this way.

Proposition 6.10. The map

Γ : SSYTn ÝÑ GTn, T ÞÝÑ
´
λ

pn´r`sq
n`1´r pT q

¯
rPrns,sPrrs

(6.5)
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is a bijection and maps reduced maximal tableaux to Gelfand–Tsetlin patterns whose
set of entries taij | 1 ď j ď i ď nu is t1, . . . ,

`
n`1
2

˘
u. The number of reduced

maximal tableaux is

(6.6)

`
n`1
2

˘
! ¨
śn´1

a“1pa!qśn
b“1pp2b ´ 1q!q

.

Proof. That Γ is a bijection follows from [22, Sec. 7.10]. The second claim follows
from Proposition 6.9, and [25, Thm. 1] yields the final statement. �

The sequence defined by (6.6) is OEIS-sequence A003121 [19]. Figure 6.3 exem-
plifies the bijection in Proposition 6.10.

1 1 1 1 2 2 3 3
2 2 2 3
3 3

ÐÑ

¨
˝
2
3 4
5 7 9

˛
‚

Figure 6.3. A tableau in SSYT3 and its corresponding Gelfand–
Tsetlin pattern in GT3.

For A “ paijq P GTn, we define the polynomial

ΨApY q “
nź

k“1

p1 ´ Y kqdk ,

where dk is defined as the number of pairs pi, aq P rnsˆN0 such that a occurs k times
in the pi´1qth off-diagonal of A and k´1 times in the pi´2qth off-diagonal of A. The
polynomial ΨApY q is defined in [6, (3)] and written as pA. Observe that the set of
pairs pi, aq for a fixed k P rns are in bijection with

 
pi, jq P LT | #Leg`

T pi, jq “ k
(
.

This proves the following lemma.

Lemma 6.11. With Γ : SSYTn Ñ GTn as in (6.5), for all T P SSYTn,

ΦT pY q “ ΨΓpT qpY q.

Feighin–Maklin establish a formula for the Hall–Littlewood polynomial Pλpx; tq
associated with a partition λ P Pn in terms of the polynomials ΨA. We write
GTλ for the set of Gelfand–Tsetlin patterns corresponding to tableaux of shape λ.
For A P GTλ we write wtpAq “ wtpΓ´1pAqq “ pω1, . . . , ωnq for the weight of the

corresponding tableau and set xwtpAq “ xω1

1 ¨ ¨ ¨xωn . We have ([6, Thm. 1.1])

(6.7) Pλpx; tq “
ÿ

APGTλ

ΨAptqxwtpAq.

6.3.1. Proof of Theorem 1.13. For n “ 1, the statement follows since T1 “ tt1uu,

so we assume n ě 2. By Proposition 6.7, Tn Y t∅u – B
rn´1s
n , where J “

ts1, . . . , sn´1u Ă S. By [3, Thm. 5.5], the Stanley–Reisner ring of ∆pTnq over
Z is Cohen–Macaulay; hence |∆pTnq| is Cohen–Macaulay over Z.

For w,w1 P B
rn´1s
n , we write

rw,w1sJ “ tz P Brn´1s
n | w ď z ď w1u, pw,w1qJ “ rw,w1sJztw,w1u.

By Proposition 6.7, Tnztrns, tnuu is isomorphic to p1, w2w3 ¨ ¨ ¨wnqJ . This open
interval is not full in the sense of [3, Sec. 4] because s2 P p1, w2w3 ¨ ¨ ¨wnq. Moreover

ℓpw2w3 ¨ ¨ ¨wnq ´ ℓp1q “

ˆ
n ` 1

2

˙
´ 1.

https://oeis.org/A003121
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By [3, Thm. 5.4], |∆pTnztrns, tnuuq| is homeomorphic to an
``

n`1
2

˘
´ 3

˘
-ball. Thus,

|∆pTnq| is homeomorphic to an
``

n`1
2

˘
´ 1

˘
-ball since it is obtained from the join

of |∆pTnztrns, tnuuq| by the 1-simplex.
Proposition 6.10 now completes the proof of Theorem 1.13. �

7. Symplectic Hecke series

In Section 7.1 we prove Theorem E, showing that the Hecke series Hn,o are
instantiations of the Hall–Littlewood–Schubert series HLSn. In Section 7.2 we apply
a result of Macdonald to obtain a surprisingly simple product expression for these
specific substitutions.

7.1. Proof of Theorem E. Write q´s for pq´s1 , . . . , q´snq. Then we have

Hn,opq´s, qN´s0Zq “ τ̂ ps0, s1, . . . , sn, Zq pEquation (1.8)q

“
ÿ

λPPn

ÿ

měλ1

Pλ

`
q´s; q´1

˘ `
qN´s0Z

˘m
p[12, V.5. (5.2)]q

“
1

1 ´ qN´s0Z

ÿ

λPPn

Pλ

`
q´s; q´1

˘ `
qN´s0Z

˘λ1

“
1

1 ´ qN´s0Z

ÿ

λPPn

ÿ

APGTλ

ΨApq´1qq´ wtpAqs
`
qN´s0Z

˘λ1

pEquation (6.7)q

“
1

1 ´ qN´s0Z

ÿ

TPSSYTn

ΦT pq´1qq´ wtpT qs
`
qN´s0Z

˘λpnq
1

pT q
pLemma 6.11q

“
1

1 ´ qN´s0Z

ÿ

TPrSSYTn

ΦT pq´1q
ź

CPT

qN´s0´
ř

iPC siZ

1 ´ qN´s0´
ř

iPC siZ

“
1

1 ´ qN´s0Z
HLSn

˜
q´1,

˜
qN´s0Z

ź

iPC

q´si

¸¸
. pDefinition 1.2q

Substituting X “ qN´s0Z and xi “ q´si for i P rns finishes the proof. �

7.2. Symplectic Hecke series at X “ 1. The rational function Hn,opx, Xq is, for
general n, very far from a product of “simple” factors; see, for instance, Example A.3
for n “ 3. The next result, essentially due to Macdonald, states that setting X “ 1
yields a neat factorization. Recall that we set xC “

ś
iPC xi for C Ď rns.

Proposition 7.1 (Hecke series at X “ 1). Set x0 “ 1. For all cDVR o with residue
field cardinality q we have

pHn,o px, Xq p1 ´ Xqq|
X“1

“ HLSn
`
q´1, pxCqC

˘
“

ś
1ďiăjďnp1 ´ q´1xixjq
ś

0ďiăjďnp1 ´ xixjq
.

Proof. For a partition λ, let Pλpx; tq be the Hall–Littlewood polynomial. Then

HLSnpq´1, pxCqCq “ pHn,o px, Xq p1 ´ Xqq|
X“1

pTheorem Eq

“
ÿ

λPPn

Pλpx; q´1q p[12, V.5. (5.2)]q

“

ś
1ďiăjďnp1 ´ q´1xixjq
ś

0ďiăjďnp1 ´ xixjq
p[12, III.5. Ex. 1]q.

Since the equalities hold for infinitely many prime powers q, the result follows. �

Remark 7.2. Proposition 7.1 may be seen as a q´1-analog of a classical formula
known as Littlewood identity; see [12, p. 76]. We write sλpx1, . . . , xnq for the Schur
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polynomial associated with the partition λ P Pn. Taking the limit q Ñ 8 in
Proposition 7.1, we obtain the following result due to Schur.

Corollary 7.3. We have
ÿ

λPPn

sλpxq “ HLSn p0, pxCqCq “
ÿ

TPSSYTn

xwtpT q “
ź

0ďiăjďn

1

1 ´ xixj

.

In a similar vain, Proposition 7.1 generalizes a number of identities for generating
functions enumerating tableaux T by statistics that factor over their weight wtpT q.

8. Coarsening Hall–Littlewood–Schubert series

We write HLSnpY,Xq “ HLSnpY, pXqCq for the bivariate rational function ob-
tained by coarsening the variables XC to a single variable X for all non-empty
C Ď rns. In this section we focus on (fine and coarse) instances of Hall–Littlewood–
Schubert series at the special values Y “ 0, Y “ 1, and Y “ ´1.

8.1. HLSn at Y “ 0. The starting point of this section is the observation that the
Hall–Littlewood–Schubert series specializes to a fine Hilbert series of a Stanley–
Reisner. Let SRn “ SRp∆pTnqq be the Stanley–Reisner ring over Z of ∆pTnq and
Hilb pSRn, pXCqCq its fine Hilbert series. A general reference to Stanley–Reisner
rings and their Hilbert series is [21, Ch. II].

Lemma 8.1. We have

Hilb pSRn, pXCqCq “ HLSn p0, pXCqCq .

Proof. Annihilating Y in HLSnpY,Xq has the effect of effacing the leg polynomials
ΦT pY q in the sum defining HLSn:

HLSn p0, pXCqCq “
ÿ

TPrSSYTn

ź

CPT

XC

1 ´ XC

.

The claim follows from Lemma 6.1. �

We now consider HLSnp0, Xq, the coarse Hilbert series of SRn.

Proposition 8.2. Write r “
`
n`1
2

˘
. There exist hn,0, . . . , hn,r P N0 such that

HLSnp0, Xq “

řr
i“0 hn,iX

i

p1 ´ Xqr
,

rÿ

i“0

hn,i “

`
n`1
2

˘
! ¨
śn´1

a“1pa!qśn
b“1pp2b ´ 1q!q

.(8.1)

Moreover, hn,0 “ 1 and hn,1 “ 2n ´ 1 ´
`
n`1
2

˘
.

Proof. By Theorem 1.13, SRn is Cohen–Macaulay over Z, so by [21, Cor. II.3.2]
there exist hn,0, . . . , hn,r P N0 such that

HLSnp0, Xq “ Hilb pSRn, Xq “

řr
i“0 hn,iX

i

p1 ´ Xqr
.

For the second equation, note that hn,0 ` ¨ ¨ ¨ ` hn,r is the number of maximal flags
in ∆pTnq; see for example [21, p. 58]. Theorem 1.13 yields their count. The last
two statements follow from trivial general statements about h-vectors of simplicial
complexes: Tn has cardinality 2n ´ 1 and rank

`
n`1
2

˘
´ 1; see Proposition 6.8. �

We expect that HLSnp0, Xq has further interesting features reflecting algebraic
properties of SRn and topological properties of ∆pTnq:

Conjecture 8.3. Use the notation of Proposition 8.2 and set k “
`
n´1
2

˘
. Then

(i) hn,i ą 0 for all i P rks0 and hn,k`1 “ ¨ ¨ ¨ “ hn,r “ 0;
(ii) hn,i “ hn,k´i for all i P rks0.
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Conjecture 8.3(i) suggests that the essential topological information about ∆pTnq
is captured in a lower-dimensional simplicial complex than shown in Theorem 1.13.
Conjecture 8.3(ii) hints at a Poincaré duality of sorts: this lower-dimensional sim-
plicial complex is homeomorphic to a sphere and its associated Stanley–Reisner ring
is Gorenstein. The following data provide evidence in favor of Conjecture 8.3. Like
all other computations discussed here they were performed using SageMath [24].

Example 8.4. The following is the evidence we have for Conjecture 8.3:

HLS1p0, Xqp1 ´ Xq1 “ 1,

HLS2p0, Xqp1 ´ Xq3 “ 1,

HLS3p0, Xqp1 ´ Xq6 “ 1 ` X,

HLS4p0, Xqp1 ´ Xq10 “ 1 ` 5X ` 5X2 ` X3,

HLS5p0, Xqp1 ´ Xq15 “ 1 ` 16X ` 70X2 ` 112X3 ` 70X4 ` 16X5 ` X6,

HLS6p0, Xqp1 ´ Xq21 “ 1 ` 42X ` 539X2 ` 2948X3 ` 7854X4 ` 10824X5

` 7854X6 ` 2948X7 ` 539X8 ` 42X9 ` X10. ♦

8.2. HLSn at Y “ 1. In Section 8.1, we substituted 0 for Y , effectively effacing
ΦT for all T P SSYTn. By substituting 1 for Y instead, we turn ΦT into an
indicator function, deciding whether or not the columns of T form a flag under
set-containment. These flags are also known as weak orders. They are in bijection
with the faces of the barycentric subdivision of an n-simplex.

More precisely, let ∆n be the simplex with vertex set rns and sdp∆nq its barycen-
tric subdivision. The weak order zeta function (cf. [17, Def. 2.9]) is

Iwo
n ppXCq∅‰CĎrnsq “ HilbpSRpsdp∆nqq, pXCqCq

“
ÿ

∅‰C1Ă¨¨¨ĂCℓĎrns

ℓź

i“1

XCi

1 ´ XCi

P Q pXq .
(8.2)

For each n P N, the nth Eulerian polynomial is EnpXq “
ř

wPSn
Xdespwq, where

Despwq “ ti P rn ´ 1s | wpi ` 1q ă wpiqu and despwq “ #Despwq and Sn is the
symmetric group on rns. See [15, Ch. 1].

Proposition 8.5. We have

Iwo
n ppXCqCq “ HLSn p1, pXCqCq .

In particular,
EnpXq

p1 ´ Xqn
“ HLSnp1, Xq.

Proof. Let T P rSSYTn. It suffices to observe that ΦT pY q is divisible by 1´Y if and
only if the columns of T do not form a flag of subsets under set containment. Oth-
erwise ΦT pY q “ 1. This follows from combining Remark 6.2 with Proposition 5.3.
The second claim follows from [15, Thm. 9.1]. �

8.3. HLSn at Y “ ´1. Perhaps the most surprising phenomena we observe occurs
when we substitute Y with ´1 in HLSnpY,Xq. Whereas with the other two sub-
stitutions to 0 and 1 we could draw upon knowledge of the simplicial complexes
∆pTnq and sdp∆nq, there does not appear to be a simplicial complex associated
with the substitution to ´1; see Example 8.9. Nevertheless, HLSnp´1, Xq seems to
have a number of remarkable properties, which we record in Conjecture 8.7.

The special value ΦT p´1q is, for any tableau T , either zero or a power of 2.

Problem 8.6. Characterize the class of tableaux T satisfying ΦT p´1q “ 0.
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A solution to this problem might be analogous to the partition-theoretic char-
acterization of the vanishing of the Hall–Littlewood Q polynomials Qλpx;´1q at
t “ ´1 in terms of the Hall–Littlewood polynomials Pλpx;´1q; see [12, III.8 (8.7)].

Conjecture 8.7. Let r “
`
n`1
2

˘
. There exist h´

n,0, . . . , h
´
n,r´1 P N0 such that

HLSnp´1, Xq “

řr´1

i“0 h´
n,iX

i

p1 ´ Xqr
,

r´1ÿ

i“0

h´
n,i “

`
n
2

˘
!

śn´1

i“1 p2i ´ 1qn´i
,

and h´
n,1 “ 2n ´ 1 ´

`
n`1
2

˘
. Moreover, h´

n,i “ 0 if and only if pn, iq “ p2, 1q.

Remark 8.8. The sum of the h´
n,i in Conjecture 8.7 appears to coincide with the

number of maximal chains in the poset of Dyck words of length 2pn ` 1q, ordered
by inclusion. Woodcock enumerated these paths in her PhD thesis and provided a
bijection of these maximal paths to standard Young tableaux in staircase tableaux;
see [29, Sec. 4.3 & 4.4] and OEIS-sequence A005118 [20].

Example 8.9. The following is the evidence we have for Conjecture 8.7.

HLS1p´1, Xqp1 ´ Xq 1 “ 1,

HLS2p´1, Xqp1 ´ Xq 3 “ 1 ` X2,

HLS3p´1, Xqp1 ´ Xq 6 “ 1 ` X ` 6X2 ` 6X3 ` X4 ` X5,

HLS4p´1, Xqp1 ´ Xq10 “ 1 ` 5X ` 32X2 ` 120X3 ` 226X4 ` ¨ ¨ ¨ ` X9,

HLS5p´1, Xqp1 ´ Xq15 “ 1 ` 16X ` 179X2 ` 1568X3 ` 8545X4

` 30448X5 ` 63979X6 ` 83392X7 ` ¨ ¨ ¨ ` X14.

By Macaulay’s theorem [21, Thm. II.2.2], these polynomials are not h-polynomials
of simplicial complexes, except in the case of n “ 1. ♦

9. Hall–Littlewood–Schubert series as p-adic integrals

In this section, we explore Hall–Littlewood–Schubert series from the perspective
of p-adic integration. It allows us to connect these series, in Section 9.1, to integrals
over p-adic symplectic groups and to pro-isomorphic zeta functions of nilpotent
groups. We use it to simplify some of the delicate work in [1]. In Section 9.2 we use
a different expression of HLSn in terms of p-adic integrals associated with Igusa’s
local zeta function to prove Theorem A.

9.1. Symplectic integrals and zeta functions of groups. We show that Hall–
Littlewood–Schubert series specialize to p-adic integrals associated with symplectic
groups and thus to pro-isomorphic zeta functions of nilpotent groups. We start
with the former.

For a non-archimedean local field K, we denote by GSp`
2npKq the set of integral

invertible elements in the group of general symplectic similitudes over the non-
archimedean local field K. Let µ be the Haar measure on GSp`

2npKq such that
µpGSp`

2npoqq “ 1 for the ring of integers o of K, and let | ¨ |p be the p-adic norm.
Recall majpCq “

ř
iPC i. The next result is essentially due to Macdonald.

Theorem 9.1. Let K be a non-archimedean local field, with ring of integers o with
residue field cardinality q. Thenż

GSp
`
2npKq

| detA|sp dµ “
1

1 ´ q´ns
HLSn

´
q´1,

´
qmajpCq´ns

¯
C

¯
.

Proof. The integral in the statement is equal to the zeta function ζps, ωtrq defined
in [12, p. 303], where ωtr is the trivial spherical function given by ps0, s1, . . . , snq “
pN,´1,´2, . . . ,´nq; see Satake’s calculations [16, App. 1, 4]. Note that ζps, ωq,

https://oeis.org/A005118
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for an arbitrary spherical function ω, is defined in terms of the nth root of the
determinant. By Macdonald [12, p. 304] and (1.8), we have

ż

GSp
`
2npF q

| detA|sp dµ “ τ̂ pN,´1, . . . ,´n, q´nsq “ Hn,opq1, . . . , qn, q´nsq.

The statement follows from Theorem E. �

Now we apply Theorem 9.1 to zeta functions of groups. Write Hn for the n-fold
centrally amalgamated product of the Heisenberg group scheme H. Let F be a
number field of degree d with ring of integers O. For a non-zero prime ideal p P
SpecpOq, we write Op for the completion of O at p, and Fp for the field of fractions
of Op. The O-rational points of Hn can be identified with the set

$
&
%

¨
˝
1 ut w

Idn v

1

˛
‚
ˇ̌
ˇ̌
ˇ̌ u, v P On, w P O

,
.
- Ă GLn`2pOq.

The abstract group HnpOq is a finitely generated nilpotent group.
Introduced in [8], the pro-isomorphic zeta function ζ^

G psq of the finitely generated
nilpotent group G enumerates subgroups H ď G such that H and G have the same
profinite completions.

Corollary 9.2. Let F a number field of degree d with ring of integers O. Writing
qp for the cardinality of the residue field of Op, we have

ζ^
HnpOqpsq “

ź

p0q‰pPSpecpOq

1

1 ´ q
2dn´pn`1qs
p

¨ HLSn

´
q´1
p ,

´
q
majpCq`2dn´pn`1qs
p

¯
C

¯
.

Proof. Let µp be the Haar measure on GSp`
2npFpq such that µppGSp`

2npOpqq “ 1
for non-zero p P SpecpOq. By [1, Prop. 5.4],

ζ^
HnpOqpsq “

ź

p0q‰pPSpecpOq

ż

GSp
`
2npFpq

| detA|
p1` 1

nqs´2d

p dµp.

The result follows by Theorem 9.1. �

Berman, Glazer, and Schein show in [1, (42)] that the following lemma holds
using essentially [1, Lem. 5.7] whose proof uses a delicate combinatorial argument.
With our framework, we can simplify their argument.

Recall that Sn is the Coxeter group of type An´1, whose Coxeter length function
we denote by ℓ. Recall Despwq Ď rns from Section 8.2 for w P Sn.

Lemma 9.3. Let K be a non-archimedean local field, with ring of integers o with

residue field cardinality q. For Xi “ qpn`1

2 q´pi`1

2 q´ns, we have

ż

GSp
`
2npKq

| detA|sp dµ “

ř
wPSn

q´ℓpwq
ś

iPDespwq Xiśn
i“0p1 ´ Xiq

.

Proof. It is well-known that
ř

wPSn
q´ℓpwq

ś
iPDespwq Xiśn

i“0p1 ´ Xiq
“

1

1 ´ X0

In

´
q´1, pXiqiPrns

¯
;

see, for instance, [18, Rem. 3.12]. Note that the Hecke series τ̂ ps0, . . . , sn, Zq is
Bn-invariant (see [12, p. 302]). Therefore, by (1.8) for all w P Sn and k P rns,

Hn,opxwp1q, . . . , xwpnq, Xq “ Hn,opx, Xq,

Hn,opx1, . . . , xk´1, x
´1
k , xk`1, . . . , xn, xkXq “ Hn,opx, Xq.

(9.1)
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Hence, we have
ż

GSp
`
2npKq

| detA|sp dµ “
1

1 ´ q´ns
HLSn

´
q´1,

´
qmajpCq´ns

¯
C

¯
pTheorem 9.1q

“ Hn,opq1, q2, . . . , qn, q´nsq pTheorem Eq

“ Hn,opq´1, q´2, . . . , q´n, qpn`1

2 q´nsq pEquation (9.1)q

“
1

1 ´ X0

HLSn

´
q´1,

´
qmajprnszCq´ns

¯
C

¯
pTheorem Eq

“
1

1 ´ X0

In

´
q´1, pXiqiPrns

¯
. pCorollary 1.9q �

9.2. Functional equations. As before, fix n P N and a cDVR o. Let s “
psCq∅‰CĎrns be complex variables. For T P SSYTn and C Ď rns, we write
mT pCq P N0 for the multiplicity of C as a column of T . In Lemma 9.4 we express
mT pCq in terms of the parts of members of the flag of partitions λ‚pT q associated
with T ; see (2.2). These expressions, in turn, we formulate in terms of rational
functions which inform the integrand of the p-adic integral (9.4).

Let z “ pzijq1ďiďjďn be indeterminates and let Ξ P TrnpZrzsq be the upper-
triangular pn ˆ nq-matrix with entries zij for all 1 ď i ď j ď n. For k P rns, write

Ξpkq for the lower-right pk ˆ kq-submatrix of Ξ. For each ℓ P rns, let ρ
pkq
ℓ Ă Zrzs be

the set of ℓˆℓminors of Ξpkq. Note that ρ
pkq
ℓ comprises homogeneous polynomials of

degree ℓ in the variables tzij | n´k`1 ď i ď j ď nu. Set ρ
pn`1q
ℓ “ ρ

p0q
ℓ “ t1u “ ρ

pkq
´m

for all ℓ P Z, k P N, and m P N0.

Let dµ be the unique normalized Haar measure on opn`1

2 q – Trnpoq such that

µpopn`1

2 qq “ 1. For a finite set X Ă o, let

vppX q “ mintvppfq : f P X u, }X } “ maxt|f |p : f P X u “ q´vppX q,

where vp and | ¨ |p are the p-adic valuation and norm, respectively. For sets S, S1 Ď
Zrzs, let S ¨ S1 “ ts ¨ s1 | s P S, s1 P S1u. We use

ś
to denote products of several

factors. Recall that, given C Ď rns, we write Cpkq for the kth-smallest element of c,
and that Cp#C`1q “ n`1. Informally speaking, we extend C by the element n`1.

We further define four sets of polynomials in Zrzs:

Rnum
n,C “

#Cď

k“1

¨
˝ρ

pCpkqq
Cpkq´k`1

ź

ℓPr#Csztku

ρ
pCpℓqq
Cpℓq´ℓ

˛
‚, Rden

n,C “
#Cź

k“1

ρ
pCpkqq
Cpkq´k

,

Lnum
n,C “

#C`1ď

k“1

¨
˝ρ

pCpkq´1q
Cpkq´k´1

ź

ℓPr#C`1sztku

ρ
pCpℓq´1q
Cpℓq´ℓ

˛
‚, Lden

n,C “
#C`1ź

k“1

ρ
pCpkq´1q
Cpkq´k

.(9.2)

For a matrix M P Trnpoq and a set S Ă Zrzs, we write SpMq Ă o for the evaluation
of the polynomials in S evaluated at M . We fix a basis for on, so that ΛpMq ď on

is the lattice generated by the rows of M for M P Trnpoq.

Lemma 9.4. Let M P Trnpoq be non-singular and T “ T ‚pΛpMqq P SSYTn. For
C P T we have

mT pCq “ vppRnum
n,C pMqq ` vppLnum

n,C pMqq ´ vppRden
n,CpMqq ´ vppLden

n,CpMqq.

Proof. Let

r “ min
!
λ

pCpkqq
k pT q

ˇ̌
ˇ k P r#Cs

)
,

ℓ “ max
!
λ

pCpkq´1q
k pT q

ˇ̌
ˇ k P r#C ` 1s

)
.
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With this terminology, the first occurrence of C as a column of T is in column ℓ`1,
the last in column r. Hence mT pCq “ r ´ ℓ. For k P rns and i P rn ` 1s we have

λ
pkq
i pT q “ vppρ

pkq
k´i`1pMqq ´ vppρ

pkq
k´ipMqq.

The lemma follows as

q´r “

››››››

$
&
%

ρ
pCpkqq
Cpkq´k`1

pMq

ρ
pCpkqq
Cpkq´k

pMq

ˇ̌
ˇ̌
ˇ̌ k P r#Cs

,
.
-

››››››
“

››Rnum
n,C pMq

››
›››Rden

n,CpMq
›››
,

qℓ “

››››››

$
&
%

ρ
pCpkq´1q
Cpkq´k´1

pMq

ρ
pCpkq´1q
Cpkq´k

pMq

ˇ̌
ˇ̌
ˇ̌ k P r#C ` 1s

,
.
-

››››››
“

››Lnum
n,C pMq

››
›››Lden

n,CpMq
›››
. �

For T P SSYTn, let

Mn,T poq “

$
&
%M P Trnpoq

ˇ̌
ˇ̌
ˇ̌ @∅ ‰ C Ď rns,

››Lnum
n,C pMq

›› ››Rnum
n,C pMq

››
›››Lden

n,CpMq
›››
›››Rden

n,CpMq
›››

“ q´mT pCq

,
.
- .

By Lemma 9.4, this is the set of matrices M P Trnpoq such that T ‚pΛpMqq “ T .
We obtain a disjoint union

(9.3) Trnpoq “
ğ

TPSSYTn

Mn,T poq.

Recall the definition of the weight wtpT q “ pω1, . . . , ωnq in Section 2.2.

Proposition 9.5. For T P SSYTn we have

µpMn,T poqq “ f in
n,T poq ¨ p1 ´ q´1qn

nź

i“1

q´iωn´i`1 .

Proof. We note that, for a lattice Λ with Hermite composition pδ1, . . . , δnq, we have

µ ptM P Trnpoq | ΛpMq “ Λuq “ p1 ´ q´1qn
nź

i“1

q´iδi .

If Λ has intersection tableau T “ T ‚pΛq of weight pw1, . . . , wnq andM P Trnpoq with
ΛpMq “ Λ then δi “ wn´i`1 for all i P rns. The claim follows as, by Lemma 9.4,

f in
n,T poq “

µpMn,T poqq

µ ptM P Trnpoq | ΛpMq “ Λuq
. �

We now express HLSnpq´1, pqdnpCq´sC qCq in terms of a p-adic integral, a key step
towards our proof of Theorem A. For variables s1 “ ps1

1, . . . , s
1
nq, we set

In,ops, s1q “

ż

Trnpoq

ź

∅‰CĎrns

¨
˝
››Rnum

n,C

›› ››Lnum
n,C

››
›››Rden

n,C

›››
›››Lden

n,C

›››

˛
‚
sC

nź

i“1

|zii|
s1
i dµ.(9.4)

Proposition 9.6. We have

HLSnpq´1, pqdnpCq´sC qCq “ p1 ´ q´1q´nIn,ops,´1,´2, . . . ,´nq.

Proof. Given Λ P Lponq, we write T pΛq P SSYTn for the tableau associated with Λ.
We have

HLSnpq´1, pqdnpCq´sC qCq “
ÿ

ΛPLponq

ź

CPT pΛq

q´sC

“
ÿ

TPSSYTn

f in
n,T poq ¨ q´

ř
∅‰CĎrns mT pCqsC .

(9.5)
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By Lemma 3.8, the p-adic valuation of the diagonal elements of matrices in
Mn,T poq are constant. Therefore, on each Mn,T poq the integrand of In,opsq is
constant, namely

q
řn

i“1
iωn´i`1´

ř
∅‰CĎrns mT pCqsC .

Using the disjoint union (9.3), Proposition 9.5, and (9.5) we obtain

p1 ´ q´1q´nIn,ops,´1,´2, . . . ,´nq

“ p1 ´ q´1q´n
ÿ

TPSSYTn

ż

Mn,T poq

ź

∅‰CĎrns

¨
˝
››Rnum

n,C

›› ››Lnum
n,C

››
›››Rden

n,C

›››
›››Lden

n,C

›››

˛
‚
sC

nź

i“1

|yii|
´i dµ

“ p1 ´ q´1q´n
ÿ

TPSSYTn

q
řn

i“1
iωn´i`1´

ř
∅‰CĎrns mT pCqsCµpMn,T poqq

“
ÿ

TPSSYTn

f in
n,T poq ¨ q´

ř
∅‰CĎrns mT pCqsC “ HLSnpq´1, pqdnpCq´sC qCq. �

Proposition 9.6 presents HLSnpq´1, pqdnpCq´sC qCq in terms of the p-adic inte-
gral In,ops, s1q, whose integrand is a product of maximal p-adic norms of sets of
homogeneous polynomials (of the same degree for each set). For the proof of Propo-
sition 9.8, we record the degrees of the polynomial functions involved.

Lemma 9.7. We have

degRnum
n,C ` degLnum

n,C ´ degRden
n,C ´ degLden

n,C “

#
1 if C “ rns,

0 otherwise.

Proof. By inspection of (9.2) we find that

degRnum
n,C “ dnprnszCq ` 1, degRden

n,C “ dnprnszCq,

degLnum
n,C “ maxt0, dnprnszCq ` n ´ #C ´ 1u, degLden

n,C “ dnprnszCq ` n ´ #C.

Regarding degLnum
n,C , observe that dnprnszCq ` n ´ #C ´ 1 ă 0 if and only if

dnprnszCq ` n ´ #C ´ 1 “ ´1. The latter is equivalent to C “ rns. Hence,

degLnum
n,rns “ degLden

n,rns. �

Proposition 9.8. For all n, there exists a finite set S “ Spnq of primes such that

In,ops, s1q
ˇ̌
qÑq´1

“ q´srns´
řn

i“1
s1
iIn,ops, s1q,

for all cDVRs o with residue characteristic not contained in S.

Proof. We use [13, Thm. 3.1] together with Lemma 9.7. The latter asserts that the
degree of the rational expression associated with the variable sC is zero unless C “
rns, in which case it is one. �

9.3. Proof of Theorem A. By Proposition 9.6 it follows that, for the rings to
which Proposition 9.8 applies,

HLSnpq´1, pqdnpCq´sC qCq
ˇ̌
ˇ
qÑq´1

“ p´1qnq´n ¨
´
In,ops,´1,´2, . . . ,´nq|

qÑq´1

¯

“ p´1qnq´srns`pn

2q ¨ HLSnpq´1, pqdnpCq´sC qCq.

As this equation holds for infinitely many q, it follows that

HLSn
`
Y ´1,X´1

˘
“ p´1qnY ´pn

2qXrns ¨ HLSn pY,Xq .

This concludes the proof of Theorem A. �
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A. Examples

We exemplify some of the paper’s rational functions—all of which can be ob-
tained as substitutions of Hall–Littlewood–Schubert series. We do this here for n ď
3. Further data may be found at https://zenodo.org/uploads/13895162.

A.1. Affine Schubert series. Recall Definition 1.5 of the affine Schubert series
affSinn,opZq of intersection type.

Example A.1 (Intersection type). We have

affSin1,opZ11q “
1

1 ´ Z11

, affSin2,opZq “
1 ´ Z11Z21

p1 ´ qZ11qp1 ´ Z21qp1 ´ Z11Z22q
.

For n “ 3 we write affSin3,opZq “ Nin
3,opZq{Din

3,opZq, where

N
in
3,opZq “ 1 ´ Z21Z

2
31 ´ Z11Z22Z31Z32 ´ Z11Z

2
21Z

2
32 ´ qZ11Z21Z

2
31

` Z11Z21Z22Z31Z
2
32 ´ qZ11Z21Z22Z

2
32 ` Z11Z

2
21Z

2
31Z32 ´ qZ11Z

2
21Z31Z32

` qZ11Z21Z22Z
2
31Z32 ` qZ11Z

2
21Z

2
31Z32 ´ q

2
Z11Z

2
21Z31Z32 ` qZ11Z

2
21Z

3
31

´ q
2
Z11Z

2
21Z

2
31 ` qZ

2
11Z21Z22Z31Z

2
32 ` qZ11Z

3
21Z31Z

2
32 ´ q

2
Z

2
11Z21Z22Z

2
32

` q
2
Z11Z

2
21Z

3
31 ` qZ

2
11Z

2
21Z22Z

3
32 ´ qZ11Z

3
21Z

3
31Z32 ` q

2
Z

2
11Z21Z22Z

2
31Z32

` q
2
Z11Z

3
21Z

2
31Z32 ´ qZ

2
11Z

2
21Z22Z31Z

3
32 ` q

2
Z

2
11Z

2
21Z22Z

3
32

´ qZ
2
11Z

2
21Z22Z

2
31Z

2
32 ` q

2
Z

2
11Z

2
21Z22Z31Z

2
32 ` q

2
Z

2
11Z

3
21Z31Z

2
32

´ q
2
Z

2
11Z

2
21Z22Z

2
31Z

2
32 ` q

3
Z

2
11Z

2
21Z22Z31Z

2
32 ´ q

2
Z

2
11Z

3
21Z

3
31Z32

` q
3
Z

2
11Z

3
21Z

2
31Z32 ´ q

2
Z

2
11Z

3
21Z22Z31Z

3
32 ´ q

3
Z

2
11Z

2
21Z22Z

3
31Z32

´ q
3
Z

2
11Z

4
21Z

2
31Z

2
32 ´ q

3
Z

3
11Z

3
21Z22Z31Z

3
32 ` q

3
Z

3
11Z

4
21Z22Z

3
31Z

3
32,

D
in
3,opZq “ p1 ´ Z31qp1 ´ Z21Z32qp1 ´ Z11Z22Z33qp1 ´ qZ21Z31qp1 ´ qZ11Z21Z32q

ˆ p1 ´ q
2
Z11Z22Z32qp1 ´ q

2
Z11Z21Z31q.

Recall Definition 3.15 of the affine Schubert series affSprn,opZq of projection type.

Example A.2 (Projection type). We have

affSpr1,opZ11q “
1

1 ´ Z11

, affSpr
2,opZq“

1 ´ Z11Z21

p1 ´ Z11qp1 ´ qZ21qp1 ´ Z11Z22q
.

For n “ 3 we write affSprn,opZq “ N
pr
3,opZq{Dpr

3,opZq, where

N
pr
3,opZq “ 1 ´ Z11Z22Z31Z32 ´ Z11Z

2
21Z

2
31 ´ qZ11Z21Z

2
31 ´ q

2
Z21Z

2
31

´ Z
2
11Z21Z22Z

2
32 ´ qZ11Z21Z22Z

2
32 ´ qZ11Z

2
21Z31Z32 ´ q

2
Z11Z

2
21Z

2
32

` Z
2
11Z21Z22Z

2
31Z32 ` qZ11Z21Z22Z

2
31Z32 ´ q

2
Z11Z

2
21Z31Z32 ` qZ11Z

2
21Z

3
31

` Z
2
11Z

2
21Z22Z31Z

2
32 ` qZ

2
11Z21Z22Z31Z

2
32 ` q

2
Z11Z21Z22Z31Z

2
32

` q
2
Z11Z

2
21Z

2
31Z32 ` q

2
Z11Z

2
21Z

3
31 ` qZ

2
11Z

2
21Z22Z

3
32 ` qZ

2
11Z

2
21Z22Z31Z

2
32

` qZ
2
11Z

3
21Z

2
31Z32 ` q

2
Z11Z

3
21Z

2
31Z32 ` q

3
Z11Z

2
21Z

2
31Z32 ` q

2
Z

2
11Z

2
21Z22Z

3
32

´ qZ
2
11Z

2
21Z22Z

2
31Z

2
32 ` q

2
Z

2
11Z

3
21Z31Z

2
32 ` q

3
Z11Z

3
21Z31Z

2
32

´ qZ
2
11Z

2
21Z22Z

3
31Z32 ´ q

2
Z

2
11Z

2
21Z22Z

2
31Z

2
32 ´ q

2
Z

2
11Z

3
21Z

3
31Z32

´ q
3
Z11Z

3
21Z

3
31Z32 ´ qZ

3
11Z

3
21Z22Z31Z

3
32 ´ q

2
Z

2
11Z

3
21Z22Z31Z

3
32

https://arxiv.org/abs/1011.5008
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´ q
3
Z

2
11Z

2
21Z22Z31Z

3
32 ´ q

3
Z

2
11Z

4
21Z

2
31Z

2
32 ` q

3
Z

3
11Z

4
21Z22Z

3
31Z

3
32,

D
pr
3,opZq “ p1 ´ Z11Z22Z33qp1 ´ Z11Z22Z32qp1 ´ Z11Z21Z31qp1 ´ qZ21Z31qp1 ´ q

2
Z31q

ˆ p1 ´ qZ11Z21Z32qp1 ´ q
2
Z21Z32q.

A.2. Symplectic Hecke series. Recall the polynomials Hnum
n pY,x, Xq yielding

the numerators of the Hecke series Hn,opx, Xq; see (1.7).

Example A.3.

H
num
1 pY,x, Xq “ 1,

H
num
2 pY,x, Xq “ 1 ´ Y x1x2X

2
,

H
num
3 pY,x, Xq “ 1 ´ x1x2x3X

2 ´ Y x2x3X
2 ´ Y x1x3X

2 ´ Y x1x2X
2 ´ Y x1x2x3X

2

` Y x1x2x3X
3 ´ Y x1x2x

2
3X

2 ´ Y x1x
2
2x3X

2 ´ Y x
2
1x2x3X

2

´ Y
2
x1x2x3X

2 ` Y x1x2x
2
3X

3 ` Y x1x
2
2x3X

3 ` Y x
2
1x2x3X

3

` Y
2
x1x2x3X

3 ` Y x1x
2
2x

2
3X

3 ` Y x
2
1x2x

2
3X

3 ` Y
2
x1x2x

2
3X

3

` Y x
2
1x

2
2x3X

3 ` Y
2
x1x

2
2x3X

3 ` Y
2
x
2
1x2x3X

3 ` Y x
2
1x

2
2x

2
3X

3

` Y
2
x1x

2
2x

2
3X

3 ` Y
2
x
2
1x2x

2
3X

3 ` Y
2
x
2
1x

2
2x3X

3 ´ Y x
2
1x

2
2x

2
3X

4

´ Y
2
x1x

2
2x

2
3X

4 ´ Y
2
x
2
1x2x

2
3X

4 ´ Y
2
x
2
1x

2
2x3X

4 ` Y
2
x
2
1x

2
2x

2
3X

3

´ Y
2
x
2
1x

2
2x

2
3X

4 ´ Y
2
x
2
1x

2
2x

3
3X

4 ´ Y
2
x
2
1x

3
2x

2
3X

4 ´ Y
2
x
3
1x

2
2x

2
3X

4

´ Y
3
x
2
1x

2
2x

2
3X

4 ` Y
3
x
3
1x

3
2x

3
3X

6
.

A.3. Hermite–Smith series. Recall Definition 1.8 of the the Hermite–Smith se-
ries HSn,opx,yq.

Example A.4. We have

HS1,opx1, y1q “
1

1 ´ x1y1
, HS2,opx,yq “

1 ´ x2
1y1y2

p1 ´ x1y1qp1 ´ x2y1y2qp1 ´ qx1y2q
.

For n “ 3 we write HS3,opx,yq “ HSnum3,o px,yq{HSden3,o px,yq, where

HS
num
3,o px,yq “ 1 ´ x

2
1y1y2 ´ x1x2y1y2y3 ´ qx

2
1y1y3 ´ x

2
2y

2
1y2y3 ´ qx1x2y1y2y3

´ q
2
x
2
1y2y3 ´ qx

2
2y1y

2
2y3 ` x

2
1x2y

2
1y2y3 ´ q

2
x1x2y1y2y3 ` qx

3
1y1y2y3

´ q
2
x
2
2y1y2y

2
3 ` x1x

2
2y

2
1y

2
2y3 ` qx

2
1x2y1y

2
2y3 ` qx

2
1x2y

2
1y2y3

` q
2
x
3
1y1y2y3 ` qx1x

2
2y

2
1y2y

2
3 ` q

2
x
2
1x2y1y2y

2
3 ` qx1x

2
2y

2
1y

2
2y3

` q
2
x
2
1x2y1y

2
2y3 ` qx

3
2y

2
1y

2
2y

2
3 ` q

2
x1x

2
2y1y

2
2y

2
3 ` q

2
x1x

2
2y

2
1y2y

2
3

` q
3
x
2
1x2y1y2y

2
3 ´ qx

3
1x2y

2
1y

2
2y3 ` q

2
x
3
2y

2
1y

2
2y

2
3 ´ qx

2
1x

2
2y

2
1y

2
2y

2
3

` q
3
x1x

2
2y1y

2
2y

2
3 ´ q

2
x
3
1x2y

2
1y2y

2
3 ´ qx1x

3
2y

3
1y

2
2y

2
3 ´ q

2
x
2
1x

2
2y

2
1y

2
2y

2
3

´ q
3
x
3
1x2y1y

2
2y

2
3 ´ q

2
x1x

3
2y

2
1y

3
2y

2
3 ´ q

3
x
2
1x

2
2y

2
1y

2
2y

2
3 ´ q

3
x1x

3
2y

2
1y

2
2y

3
3

` q
3
x
3
1x

3
2y

3
1y

3
2y

3
3 ,

HS
den
3,o px,yq “ p1 ´ x1y1qp1 ´ x2y1y2qp1 ´ qx1y2qp1 ´ x3y1y2y3qp1 ´ qx2y1y3q

ˆ p1 ´ q
2
x1y3qp1 ´ q

2
x2y2y3q.

A.4. Quiver representation zeta functions. Recall the definition (1.9) of the
zeta function ζVnpoqpsq of the o-representation Vnpoq of the dual star quiver S˚

n.

Example A.5. Set ti “ q´si for i P rns. We have

ζV1poqps1q “
1

1 ´ t1
, ζV2poqpsq “

1 ´ t1t
3
2

p1 ´ t2qp1 ´ t22qp1 ´ t1t
2
2qp1 ´ qt1t2q

.
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For n “ 3 we write ζV3poqpsq “ Znum
V3poqpsq{Zden

V3poqpsq, where

Znum
V3poqpsq “ 1 ´ t22t

5
3 ´ qt1t2t

4
3 ´ t1t

2
2t

5
3 ´ q2t1t

3
2t

3
3 ´ t1t

3
2t

6
3 ´ qt1t

3
2t

5
3 ´ q2t1t

3
2t

4
3

` qt1t
3
2t

6
3 ´ qt1t

4
2t

5
3 ` t1t

3
2t

8
3 ` qt1t

3
2t

7
3 ` q2t1t

3
2t

6
3 ´ q2t21t

3
2t

5
3 ` t1t

4
2t

8
3

` qt1t
4
2t

7
3 ` q2t21t

3
2t

6
3 ` qt21t

3
2t

8
3 ` q2t1t

5
2t

6
3 ` qt1t

5
2t

8
3 ` q2t21t

4
2t

7
3 ` q3t21t

4
2t

6
3

´ qt1t
5
2t

9
3 ` qt21t

5
2t

8
3 ` q2t21t

5
2t

7
3 ` q3t21t

5
2t

6
3 ´ q2t21t

4
2t

9
3 ` q2t21t

5
2t

8
3

´ qt21t
5
2t

10
3 ´ q2t21t

5
2t

9
3 ´ q3t21t

5
2t

8
3 ´ qt21t

5
2t

11
3 ´ q3t21t

6
2t

9
3 ´ q2t21t

7
2t

10
3

´ q3t31t
6
2t

9
3 ` q3t31t

8
2t

14
3 ,

Zden
V3poqpsq “ p1 ´ t2qp1 ´ t3qp1 ´ qt3qp1 ´ t33qp1 ´ t22t

3
3qp1 ´ qt22t

2
3qp1 ´ q2t1t2t3q

ˆ p1 ´ t1t
2
2t

3
3qp1 ´ qt1t2t

3
3qp1 ´ q2t1t

2
2t

2
3q
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