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#### Abstract

Let $X=X_{1} \times X_{2}$ be a product of two rank one symmetric spaces of non-compact type and $\Gamma$ a torsion-free discrete subgroup in $G_{1} \times G_{2}$. We show that the spectrum of $\Gamma \backslash X$ is related to the asymptotic growth of $\Gamma$ in the two direction defined by the two factors. We obtain that $L^{2}(\Gamma \backslash G)$ is tempered for large class of $\Gamma$.


## 1. Introduction

If one considers a geometrically finite hyperbolic surface $M=\Gamma \backslash \mathbb{H}$ it is a very classical theorem that the smallest eigenvalue of the Laplace-Beltrami operator $\Delta$ is related to the growth rate of Г. More precisely,

$$
\inf \sigma(\Delta)= \begin{cases}1 / 4 & : \delta_{\Gamma}<1 / 2 \\ 1 / 4-\left(\delta_{\Gamma}-1 / 2\right)^{2} & : \delta_{\Gamma} \geq 1 / 2\end{cases}
$$

where $\delta_{\Gamma}$ is the critical exponent of the discrete subgroup $\Gamma \subseteq S L_{2}(\mathbb{R})$

$$
\delta_{\Gamma}:=\inf \left\{s \in \mathbb{R}: \sum_{\gamma \in \Gamma} e^{-s d\left(\gamma x_{0}, x_{0}\right)}<\infty\right\}, \quad x_{0} \in \mathbb{H} .
$$

This theorem is due to Elstrodt Els73a, Els73b, Els74] and Patterson Pat76.
A decade later it has been extended to real hyperbolic manifolds of arbitrary dimension by Sullivan Sul87 and then to general locally symmetric spaces of rank one by Corlette Cor90.
We are interested in analog statements for higher rank locally symmetric spaces. To state the theorems let us shortly introduce the setting (see Section 2.1). Let $X$ be a symmetric space of non-compact type, i.e. $X=G / K$ where $G$ is a real connected semisimple non-compact Lie group with finite center and $K$ is a maximal compact subgroup. $G$ admits a Cartan decomposition $G=K \exp \left(\overline{\mathfrak{a}_{+}}\right) K$. Hence for every $g \in G$ there is $\mu_{+}(g) \in \overline{\mathfrak{a}_{+}}$such that $g \in K \exp \left(\mu_{+}(g)\right) K$. $\mu(g)$ can be thought of a higher dimensional distance $d(g K, e K)$.
In this setting the bottom of the spectrum of the Laplace-Beltrami operator $\Delta$ can be estimated using $\delta_{\Gamma}$ as well Web08, Leu04]. Note that in the definition of $\delta_{\Gamma}$ the term $d(\gamma K, e K)$ is $\left\|\mu_{+}(\gamma)\right\|$. Hence, one only considers the norm of $\mu_{+}(\gamma)$ but there are different ways to measure the growth rate of $\gamma$ or $\mu_{+}(\gamma)$. This is exploited by Anker and Zhang AZ22 to determine inf $\sigma(\Delta)$ to an exact value.

However, the spectral theory of $\Gamma \backslash G / K$ is more involved than in the rank one case and is not completely determined by $\Delta$ : There is a whole algebra of natural differential operators on $\Gamma \backslash G / K$ that come from the algebra of $G$-invariant differential operators $\mathbb{D}(G / K)$ on $G / K$. In the easiest higher rank example $G / K=\left(G_{1} \times G_{2}\right) /\left(K_{1} \times K_{2}\right)=\left(G_{1} / K_{1}\right) \times\left(G_{2} / K_{2}\right)$ of two rank one symmetric spaces this algebra is generated by the two Laplacians acting on the respective factors. In this case we could just consider the Laplace operators on the two factors $G_{1} / K_{1}$ and
$G_{2} / K_{2}$ which generate $\mathbb{D}\left(\left(G_{1} \times G_{2}\right) /\left(K_{1} \times K_{2}\right)\right)$. However, in general there are no canonical generators for $\mathbb{D}(G / K)$. This is the reason why in the higher rank setting it is more natural to work with the whole algebra instead of a generating set.
The importance of this algebra can be seen by considering the representation $L^{2}(\Gamma \backslash G)$ where $G$ acts by right translation. In the rank one case (where $\mathbb{D}(G / K)=\mathbb{C}[\Delta]) L^{2}(\Gamma \backslash G)$ is tempered (see Definition 3.9) if $\sigma(\Delta) \subseteq\left[\|\rho\|^{2}, \infty[\right.$. In the higher rank case this is not true anymore but an analogous statement can be formulated in terms of $\mathbb{D}(G / K)$ (see Proposition 3.10). This requires to define a joint spectrum $\widetilde{\sigma}(\Gamma \backslash G / K)$ for $\mathbb{D}(G / K)$ on $L^{2}(\Gamma \backslash G / K)$. There are different ways to define this spectrum: On the one hand we can use the representation theoretical decomposition of $L^{2}(\Gamma \backslash G)$ and consider the support of the corresponding measure (see Section 3.1). On the other hand we can define a joint spectrum for a finite generating set of $\mathbb{D}(G / K)$ using approximate eigenvectors (see Section 3.2). This definition is more in the spirit of usual spectral theory. In fact both definitions coincide and it holds:

$$
\begin{equation*}
\widetilde{\sigma}(\Gamma \backslash G / K)=\left\{\lambda \in \mathfrak{a}_{\mathbb{C}}^{*} \mid \chi_{\lambda}(D) \in \sigma\left({ }_{\Gamma} D\right) \quad \forall D \in \mathbb{D}(G / K)\right\} \tag{1}
\end{equation*}
$$

where $\chi_{\lambda}$ are the characters of $\mathbb{D}(G / K)$ parametrized by $\lambda \in \mathfrak{a}_{\mathbb{C}}^{*}$ (see Proposition 3.6).
As a first result we prove that

$$
\begin{equation*}
i \mathfrak{a}^{*} \subseteq \tilde{\sigma}(\Gamma \backslash G / K) \tag{2}
\end{equation*}
$$

if $\Gamma \backslash G / K$ has infinite injectivity radius (see Proposition 3.7).
The above mentioned connection between this spectrum and temperedness of $L^{2}(\Gamma \backslash G)$ is given by the following fact.
Fact (Proposition 3.10). If $\widetilde{\sigma}(\Gamma \backslash G / K) \subseteq i \mathfrak{a}^{*}$ then $L^{2}(\Gamma \backslash G)$ is tempered.
Until recently, it was completely unknown which conditions on $\Gamma$ (similar to $\delta_{\Gamma} \leq\|\rho\|$ ) imply temperedness of $L^{2}(\Gamma \backslash G)$ even for the example of $G=G_{1} \times G_{2}$ with $G_{i}$ of rank one. Then Edwards and Oh EO22 showed temperedness for Anosov subgroups if the growth indicator function $\psi_{\Gamma}$ is bounded by $\rho$ (see Section 4.4 for the definition). This statement is in the same spirit as the original theorems by Patterson, Sullivan, and Corlette, but it only holds for Anosov subgroups for minimal parabolics which are a higher rank analog of convex cocompact subgroups and its proof uses rather different methods including estimates on mixing rates from ELO20. The main example where they verify the condition $\psi_{\Gamma} \leq \rho$ is precisely the product situation $G=G_{1} \times G_{2}$ with $G_{i}$ of rank one and $\Gamma$ is an Anosov subgroup.
In this work we present a different proof for the temperedness of $L^{2}\left(\Gamma \backslash\left(G_{1} \times G_{2}\right)\right)$ that is closer to the original proofs in the rank one case and does not use any mixing results. Moreover, we need not to assume that $\Gamma$ is Anosov.

Theorem (Theorem 4.9). Let $G_{1}$ and $G_{2}$ be of rank one and $\Gamma \leq G_{1} \times G_{2}$ discrete and torsion-free. Let

$$
\delta_{1}=\sup _{R>0} \inf \left\{s \in \mathbb{R}: \sum_{\gamma \in \Gamma,\left\|\mu_{+}\left(\gamma_{2}\right)\right\| \leq R} e^{-s\left\|\mu_{+}\left(\gamma_{1}\right)\right\|}<\infty\right\}
$$

and define $\delta_{2}$ in the same way. Then

$$
\tilde{\sigma}\left(\Gamma \backslash\left(G_{1} \times G_{2}\right) /\left(K_{1} \times K_{2}\right)\right) \subseteq\left\{\lambda \in \mathfrak{a}_{\mathbb{C}}^{*} \mid\left\|\operatorname{Re}\left(\lambda_{i}\right)\right\| \leq \max \left(0, \delta_{i}-\left\|\rho_{i}\right\|\right)\right\}
$$

For the proof we consider the Laplace operators on the two factors and use (1) to bound $\widetilde{\sigma}$. For these operators the proof is similar to the proofs of Patterson and Corlette, i.e. we obtain information about the spectrum by considering the resolvent kernel on the globally symmetric


Figure 1. $\tilde{\sigma}\left(\Gamma \backslash\left(G_{1} \times G_{2}\right) /\left(K_{1} \times K_{2}\right)\right)$ for two rank one groups $G_{i}$
space $G / K$ and get the local version by averaging over $\Gamma$. Analyzing the region of convergence of this averaging process leads to the theorem.
We obtain the following corollary.
Corollary (Corollary 4.10). If $\delta_{1} \leq\left\|\rho_{1}\right\|$ and $\delta_{2} \leq\left\|\rho_{2}\right\|$ then $L^{2}\left(\Gamma \backslash\left(G_{1} \times G_{2}\right)\right.$ ) is tempered.
An important example is a selfjoining: Let $\pi_{i}: G_{1} \times G_{2} \rightarrow G_{i}$ be the projection on one factor. Suppose that $\left.\pi_{i}\right|_{\Gamma}, i=1,2$, both have finite kernel and discrete image. Then $\delta_{1}=\delta_{2}=-\infty$ and hence $L^{2}\left(\Gamma \backslash\left(G_{1} \times G_{2}\right)\right)$ is tempered. Any Anosov subgroup with respect to the minimal parabolic subgroup in $G_{1} \times G_{2}$ satisfies this assumption, but also satisfies additional assumptions, e.g. $\Gamma$ is word hyperbolic and $\left\|\mu_{+}\left(\pi_{i}(\gamma)\right)\right\|$ is comparable to the word length of $\gamma \in \Gamma$ [Lab06, GW12]. Therefore we generalize this part of [EO22]. In contrast, EO22] also provide statements on the connection between temperedness and growth behavior of the Anosov subgroup $\Gamma$ for more general (globally) symmetric spaces $G / K$ which are not products of rank one symmetric spaces. To extend our work to this more general setting one needs growth estimates for the kernel of the resolvent for suitable generators of the algebra $\mathbb{D}(G / K)$ which so far only seem to be known for the Laplace operator (see [AJ99]).

Outline of the article. In Section 2 we recall some preliminaries about the symmetric space, spherical functions, the spherical dual, and the Fourier-Helgason transform. After that we define the Plancherel spectrum (see Section 3.1) and the joint spectrum (see Section 3.2) and show that they coincide (see Proposition 3.6). We also prove (2) in Proposition 3.7. In Section 3.4 we show the connection between $\tilde{\sigma}(\Gamma \backslash G / K)$ and the temperedness of $L^{2}(\Gamma \backslash G)$. We suppose that the statements might be considered as folklore among experts in spectral theory of higher rank symmetric spaces, but as the literature on spectral theory of locally symmetric spaces of higher rank and infinite volume is very sparse we provide precise statements with complete proofs in this section. In Section 4 we prove Corollary 4.10. To do so we first recall the averaging procedure (see Lemma 4.2) and reprove the rank one result by Cor90 in a form that we need later (see Lemma 4.8). We conclude this article by comparing the quantities $\delta_{i}$ with the growth indicator function $\psi_{\Gamma}$ (see Section 4.4).
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## 2. Preliminaries

2.1. Setting. In this section we introduce the notation in the general higher rank setting and only restrict to product spaces once it becomes necessary in order to emphasize clearly what the missing knowledge for the general higher rank setting is. Let $G$ be a real connected semisimple non-compact Lie group with finite center and with Iwasawa decomposition $G=K A N$. We denote by $\mathfrak{g}, \mathfrak{a}, \mathfrak{n}, \mathfrak{k}$ the corresponding Lie algebras. For $g \in G$ let $H(g)$ be the logarithm of the $A$-component in the Iwasawa decomposition $K A N$. We have a $K$-invariant inner product on $\mathfrak{g}$ that is induced by the Killing form and the Cartan involution. We further have the orthogonal Bruhat decomposition $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{m} \oplus \bigoplus_{\alpha \in \Sigma} \mathfrak{g}_{\alpha}$ into root spaces $\mathfrak{g}_{\alpha}$ with respect to the $\mathfrak{a}$-action via the adjoint action ad. Here $\Sigma \subseteq \mathfrak{a}^{*}$ is the set of restricted roots. Denote by $W$ the Weyl group of the root system of restricted roots. Let $n$ be the real rank of $G$ and $\Pi$ (resp. $\Sigma^{+}$) the simple (resp. positive) system in $\Sigma$ determined by the choice of the Iwasawa decomposition. Let $m_{\alpha}:=\operatorname{dim}_{\mathbb{R}} \mathfrak{g}_{\alpha}$ and $\rho:=\frac{1}{2} \Sigma_{\alpha \in \Sigma^{+}} m_{\alpha} \alpha$. Let $\mathfrak{a}_{+}:=\{H \in \mathfrak{a} \mid \alpha(H)>0 \forall \alpha \in \Pi\}$ denote the positive Weyl chamber and $\mathfrak{a}_{+}^{*}$ the corresponding cone in $\mathfrak{a}^{*}$ via the identification $\mathfrak{a} \leftrightarrow \mathfrak{a}^{*}$ through the Killing form $\langle\cdot, \cdot\rangle$ restricted to $\mathfrak{a}$. If $\overline{A^{+}}:=\exp \left(\overline{\mathfrak{a}_{+}}\right)$, then we have the Cartan decomposition $G=K \overline{A^{+}} K$. For $g \in G$ we define $\mu_{+}(g) \in \overline{\mathfrak{a}_{+}}$by $g \in K \exp \left(\mu_{+}(g)\right) K$. The main object of our study is the symmetric space $X=G / K$ of non-compact type.
Let $\mathbb{D}(G / K)$ be the algebra of $G$-invariant differential operators on $G / K$, i.e. differential operators commuting with the left translation by elements $g \in G$. Then we have an algebra isomorphism $\mathrm{HC}: \mathbb{D}(G / K) \rightarrow \operatorname{Poly}\left(\mathfrak{a}^{*}\right)^{W}$ from $\mathbb{D}(G / K)$ to the $W$-invariant complex polynomials on $\mathfrak{a}^{*}$ which is called the Harish-Chandra homomorphism (see Hel84, Ch. II Thm. 5.18]). For $\lambda \in \mathfrak{a}_{\mathbb{C}}^{*}$ let $\chi_{\lambda}$ be the character of $\mathbb{D}(G / K)$ defined by $\chi_{\lambda}(D):=\operatorname{HC}(D)(\lambda)$. Obviously, $\chi_{\lambda}=\chi_{w \lambda}$ for $w \in W$. Furthermore, the $\chi_{\lambda}$ exhaust all characters of $\mathbb{D}(G / K)$ (see Hel84, Ch. III Lemma 3.11]). We define the space of joint eigenfunctions

$$
E_{\lambda}:=\left\{f \in C^{\infty}(G / K) \mid D f=\chi_{\lambda}(D) f \quad \forall D \in \mathbb{D}(G / K)\right\}
$$

Note that $E_{\lambda}$ is $G$-invariant.
For example the (positive) Laplace operator $\Delta$ is contained in $\mathbb{D}(G / K)$ and $\chi_{\lambda}(\Delta)=-\langle\lambda, \lambda\rangle+$ $\langle\rho, \rho\rangle$.
2.2. Spherical functions. One can show that in each joint eigenspace $E_{\lambda}$ there is a unique left $K$-invariant function which has the value 1 at the identity (see Hel84, Ch. IV Corollary 2.3]). We denote the corresponding bi- $K$-invariant function on $G$ by $\phi_{\lambda}$ and call it elementary spherical function. Therefore, $\phi_{\lambda}=\phi_{\mu}$ iff $\lambda=w \mu$ for some $w \in W$. It is given by $\phi_{\lambda}(g)=$ $\int_{K} e^{-(\lambda+\rho) H\left(g^{-1} k\right)} d k$. Note that we differ from the notation in Hel84 by a factor of $i: \phi_{\lambda}^{\mathrm{Hel}}=\phi_{i \lambda}$.
2.3. Functions of positive type and unitary representations. In this section we recall the correspondence between elementary spherical functions of positive type and irreducible unitary spherical representations. Recall first that a continuous function $f: G \rightarrow \mathbb{C}$ is called of positive type if the matrix $\left(f\left(x_{i}^{-1} x_{j}\right)\right)_{i, j}$ for all $x_{1}, \ldots, x_{k} \in G$ is positive semidefinite. If $f$ is of positive type, then one has $f\left(x^{-1}\right)=\overline{f(x)}$ and $|f(g)| \leq f(1)$. Moreover, we can define a unitary representation $\pi_{f}$ associated to $f$ in the following way: If $R$ denotes the right regular representation of $G$, then $\pi_{f}$ is the completion of the space spanned by $R(x) f$ with respect to the inner product
defined by $\langle R(x) f, R(y) f\rangle:=f\left(y^{-1} x\right)$ which is positive definite. $G$ acts unitarily on this space by the right regular representation. If $f(g)=\langle\pi(g) v, v\rangle$ is a matrix coefficient of a unitary representation $\pi$, then $f$ is of positive type and $\pi_{f}$ is contained in $\pi$.
Secondly, recall that a unitary representation is called spherical if it contains a non-zero $K$ invariant vector. Denote by $\widehat{G}_{\text {sph }}$ the subset of the unitary dual consisting of spherical representations. We then have a 1:1-correspondence between elementary spherical functions of positive type and $\widehat{G}_{\text {sph }}$ given by $\phi_{\lambda} \mapsto \pi_{\phi_{\lambda}}$ (see [Hel84, Ch. IV Thm. 3.7]). The preimage of an irreducible unitary spherical representation $\pi$ with normalized $K$-invariant vector $v_{K}$ is given by $g \mapsto\left\langle\pi(g) v_{K}, v_{K}\right\rangle$.

### 2.4. Harish-Chandra's c-Function.

Definition 2.1. We define the Harish-Chandra c-function for $\lambda \in \mathfrak{a}_{\mathbb{C}}^{*}$ with $\operatorname{Re} \lambda \in \mathfrak{a}_{+}^{*}$ as the absolutely convergent integral

$$
\mathbf{c}(\lambda)=\int_{\bar{N}} e^{-(\lambda+\rho) H(\bar{n})} d \bar{n}
$$

where $d \bar{n}$ is normalized such that $\mathbf{c}(\rho)=1$. It is given by the product formula

$$
\mathbf{c}(\lambda)=c_{0} \prod_{\alpha \in \Sigma_{0}^{+}} \frac{2^{-\left\langle\lambda, \alpha_{0}\right\rangle} \Gamma\left(\left\langle\lambda, \alpha_{0}\right\rangle\right)}{\Gamma\left(\frac{1}{4} m_{\alpha}+\frac{1}{2}+\frac{1}{2}\left\langle\lambda, \alpha_{0}\right\rangle\right) \Gamma\left(\frac{1}{4} m_{\alpha}+\frac{1}{2} m_{2 \alpha}+\frac{1}{2}\left\langle\lambda, \alpha_{0}\right\rangle\right)}
$$

where $\Sigma_{0}^{+}=\Sigma^{+} \backslash \frac{1}{2} \Sigma^{+}, \alpha_{0}=\alpha /\langle\alpha, \alpha\rangle$, and the constant $c_{0}$ is determined by $\mathbf{c}(\rho)=1$.
2.5. The Fourier-Helgason transform. For a sufficiently nice function $f: G / K \rightarrow \mathbb{C}$ we define the Fourier-Helgason transform of $f$ by

$$
\mathcal{F} f(\lambda, k M)=\int_{G / K} f(g K) e^{(\lambda-\rho) H\left(g^{-1} k\right)} d(g K)
$$

Let $e_{\lambda, k M}(g K)=e^{-(\lambda+\rho) H\left(g^{-1} k\right)}$. Then we have $D e_{\lambda, k M}=\chi_{\lambda}(D) e_{\lambda, k M}$ by Hel84, Ch. II Lemma 5.15] for every $D \in \mathbb{D}(G / K), \lambda \in \mathfrak{a}_{\mathbb{C}}^{*}, k \in K$, and $g \in G$. Therefore,

$$
\begin{aligned}
\mathcal{F}(D f)(\lambda, k M) & =\int_{G / K} D f(g K) \overline{e_{-\bar{\lambda}, k M}(g K)} d(g K)=\int_{G / K} f(g K) \overline{D^{*} e_{-\bar{\lambda}, k M}(g K)} d(g K) \\
& =\int_{G / K} f(g K) \overline{\chi_{-\bar{\lambda}}\left(D^{*}\right) e_{-\bar{\lambda}, k M}(g K)} d(g K)=\overline{\chi_{-\bar{\lambda}}\left(D^{*}\right)} \mathcal{F} f(\lambda, k M)
\end{aligned}
$$

By Hel84, Lemma 5.21 and Cor. 5.3] $\chi_{\lambda}\left(D^{*}\right)=\overline{\chi_{-\bar{\lambda}}(D)}$ so that we have the following lemma.
Lemma 2.2. The Fourier-Helgason transform satisfies $\mathcal{F}(D f)(\lambda, k M)=\chi_{\lambda}(D) \mathcal{F} f(\lambda, k M)$ for every $D \in \mathbb{D}(G / K)$.
Theorem 2.3 (Hel89, Ch. III Thm. 1.5]). The Fourier-Helgason transform is an isometry between $L^{2}(G / K)$ and $L^{2}\left(i \mathfrak{a}_{+}^{*} \times K / M,|\mathbf{c}(\lambda)|^{-2} d \lambda d(k M)\right)$. Moreover,

$$
\langle f, g\rangle_{L^{2}(G / K)}=|W|^{-1} \int_{i \mathfrak{a}^{*} \times K / M} \mathcal{F} f(\lambda, k M) \overline{\mathcal{F} g(\lambda, k M)}|\mathbf{c}(\lambda)|^{-2} d \lambda d(k M)
$$

In particular, Lemma 3.2 implies that $\sigma(D)=\operatorname{essran}\left[i \mathfrak{a}_{+}^{*} \rightarrow \mathbb{C}, \lambda \mapsto \chi_{\lambda}(D)\right]$ with respect to the measure $|\mathbf{c}(\lambda)|^{-2} d \lambda d(k M)$. Since $\chi_{\lambda}(D)$ is polynomial and $|\mathbf{c}(\lambda)|^{-2}>0$ for $\lambda \in i \mathfrak{a}_{+}^{*}$ we find that the spectrum of $D$ is the closure of $\left\{\chi_{\lambda}(D) \mid \lambda \in i \mathfrak{a}_{+}^{*}\right\}$. As $\chi_{\lambda}(D)$ is $W$-invariant this coincides with the closure of $\left\{\chi_{\lambda}(D) \mid \lambda \in i \mathfrak{a}^{*}\right\}$.

## 3. Spectra for locally symmetric spaces

In this section we recall different types of spectra for the algebra $\mathbb{D}(G / K)$ on a locally symmetric space.
Let $\Gamma \leq G$ be a torsion-free discrete subgroup.
3.1. Plancherel spectrum. We want establish a spectrum for the algebra $\mathbb{D}(G / K)$ of $G$ invariant differential operators. Let us start with the spectrum that is obtained from decomposing the representation $L^{2}(\Gamma \backslash G)$.
Theorem 3.1 (see e.g. BdlHV08, Thm. F.5.3]). Let $\pi$ be a unitary representation of $G$. Then there exists a standard Borel space Z, a propability measure $\mu$ on $Z$, and a measurable field of irreducible unitary representations $\left(\pi_{z}, \mathcal{H}_{z}\right)$ such that $\pi$ is unitarily equivalent to the direct integral $\int_{Z}^{\oplus} \pi_{z} d \mu(z)$.

According to the previous theorem let $L^{2}(\Gamma \backslash G)$ be the direct integral $\int_{Z}^{\oplus} \pi_{z} d \mu(z)$. We denote by $Z_{\text {sph }}$ the subset $\left\{z \in Z \mid \pi_{z}\right.$ is spherical $\}$ of $Z$ where spherical means that the representation has a non-zero $K$-invariant vector. We note that projection $P: L^{2}(\Gamma \backslash G) \rightarrow L^{2}(\Gamma \backslash G)^{K}$ onto the $K$-invariant vectors is given by $\int_{K} R(k) d k$ where $R$ is the representation of $G$ on $L^{2}(\Gamma \backslash G)$. Hence, there is a measurable vector field $z \mapsto v_{z}^{K}$ such that $v_{z}^{K} \in \mathcal{H}_{z}^{K}$ is of norm 1 if $\mathcal{H}_{z}^{K} \neq 0$. In particular, $Z_{\mathrm{sph}}$ is measurable. For $z \in Z_{\mathrm{sph}}$ the representation $\pi_{z}$ is unitary, irreducible, and spherical. By Section $2.3 \pi_{z} \simeq \pi_{\phi_{\lambda_{z}}}$ for some $\lambda_{z} \in \mathfrak{a}_{\mathbb{C}}^{*}$ such that $\phi_{\lambda_{z}}$ is of positive type.
Recall the definition of the essential range for a measurable function $f:(Z, \mu) \rightarrow Y$ from a probability space into a second countable topological space $Y$ :

$$
\text { essran } f:=\left\{y \in Y \mid \forall U \subseteq Y \text { open, } y \in U: \mu\left(f^{-1}(U)\right)>0\right\}
$$

By definition essran $f$ equals the support of the pushforward measure $f_{*} \mu$ and for $A \subseteq Y$ closed essran $f \subseteq A$ if and only if $f(z) \in A$ for $\mu$-a.e. $z \in Z$ which we can see as follows: Clearly, if $\mu(\{f(z) \notin A\})=0$, then essran $f \cap Y \backslash A=\emptyset$. Hence, essran $f \subseteq A$. Conversely, if essran $f \cap Y \backslash A=\emptyset$ then for every $a \in Y \backslash A$ we find an open neighborhood $N_{a}$ of $a$ with $\mu\left(f^{-1}\left(N_{a}\right)\right)=0$. Since $Y$ is second countable $Y \backslash A$ can be covered by countably many $N_{a}$. Thus $\mu\left(f^{-1}(Y \backslash A)\right) \leq \sum \mu\left(f^{-1}\left(N_{a}\right)\right)=0$. Therefore, $f(z) \in A$ for $\mu$-a.e. $z \in Z$.
The following lemma motivates the definition of the Plancherel spectrum.
Lemma 3.2. Let $\mathcal{H}=\int_{Z}^{\oplus} \mathcal{H}_{z} d \mu(z)$ be the direct integral of the field $\left(\mathcal{H}_{z}\right)_{z \in Z}$ of Hilbert spaces over the $\sigma$-finite measure space $(Z, \mu)$. Let $T=\int_{Z}^{\oplus} T_{z} d \mu(z)$ be the direct integral of the field of operators $\left(T_{z}\right)_{z \in Z}$ such that $T(z)=f(z)$ id $\mathcal{H}_{z}$ for a measurable function $f$ where the domain of $T$ is $\left\{\left.\int_{Z}^{\oplus} y_{z} d \mu(z) \in \mathcal{H}\left|\int_{Z}^{\oplus}\right| f(z)\right|^{2}\left\|y_{z}\right\|^{2} d \mu(z)<\infty\right\}$. Then

$$
\sigma(T)=\operatorname{essran} f=\left\{y \in \mathbb{C} \mid \forall \varepsilon>0: \mu\left(f^{-1}\left(B_{\varepsilon}(y)\right)\right)>0\right\}
$$

Proof. If $\lambda \notin \operatorname{essran} f$ then there is $\varepsilon>0$ such that $|f(z)-\lambda| \geq \varepsilon$ for a.e. $z \in Z$. Hence, $\int_{Z} \frac{1}{f(z)-\lambda} i d_{\mathcal{H}_{z}} d \mu(z)$ is bounded operator with operator norm $\leq 1 / \varepsilon$ inverting $T-\lambda$. Therefore, $\lambda \notin \sigma(T)$.
Conversely, let $\lambda \in \operatorname{essran} f$ and $\varepsilon>0$. Then $A_{\varepsilon}:=\{z \in Z| | f(z)-\lambda \mid<\varepsilon\}$ has positive measure and there is a unit vector $y_{\varepsilon}=\int_{Z}^{\oplus} y_{\varepsilon, z} d \mu(z) \in \mathcal{H}$ such that $y_{\varepsilon, z}=0$ for $z \notin A_{\varepsilon}$. It follows that

$$
\left\|(T-\lambda) y_{\varepsilon}\right\|^{2}=\left\|\int_{Z}^{\oplus}(f(z)-\lambda) y_{\varepsilon, z} d \mu(z)\right\|^{2}=\int_{A_{\varepsilon}}|f(z)-\lambda|^{2}\left\|y_{\varepsilon, z}\right\|^{2} d \mu(z) \leq \varepsilon^{2}
$$

Consequently, $T-\lambda$ cannot be invertible.

For a locally symmetric space $\Gamma \backslash G / K$ we define

$$
\widetilde{\sigma}(\Gamma \backslash G / K):=\operatorname{essran}\left[z \mapsto \lambda_{z}\right] \subseteq \mathfrak{a}_{\mathbb{C}}^{*} / W
$$

Note that $\widetilde{\sigma}(\Gamma \backslash G / K) \subseteq\left\{\lambda \in \mathfrak{a}_{\mathbb{C}}^{*} / W \mid \phi_{\lambda}\right.$ is of positive type $\}$. In particular, since functions of positive type are bounded $\widetilde{\sigma}(\Gamma \backslash G / K) \subseteq \operatorname{conv}(W \rho)$ (see Hel84, Ch. IV Thm. 8.1]). Furthermore, $\phi_{\lambda}=\phi_{-\bar{\lambda}}$ so that $\widetilde{\sigma}(\Gamma \backslash G / K) \subseteq\left\{\lambda \in \mathfrak{a}_{\mathbb{C}}^{*} / W \mid-\bar{\lambda} \in W \lambda\right\}$ (see e.g. [HWW21, Sec. 4]).
3.2. The joint spectrum. In this section we describe a different kind of spectrum for $\mathbb{D}(G / K)$ that takes the action of the operators into account instead of the representation theoretical decomposition (see [Sch12, Ch. 5.2.2]).
Definition 3.3 (see [Sch12, Prop. 5.27]). Let $T_{1}$ and $T_{2}$ be (not necessarily bounded) normal operators on a Hilbert space $\mathcal{H}$. We say that $T_{1}$ and $T_{2}$ strongly commute if their spectral measures $E_{T_{1}}$ and $E_{T_{2}}$ commute.

For strongly commuting normal operators we can define the following joint spectrum.
Definition 3.4 (see Sch12, Prop. 5.24]). Let $T=\left\{T_{1}, \ldots, T_{n}\right\}$ be a family of pairwise strongly commuting operators on a Hilbert space $\mathcal{H}$. We define $\sigma_{j}(T)$ to be the set of all $s \in \mathbb{C}^{n}$ such that there is a sequence $\left(x_{k}\right)_{k \in \mathbb{N}}$ of unit vectors in $\bigcap_{i=1}^{n} \operatorname{dom}\left(T_{i}\right) \subseteq \mathcal{H}$ satisfying

$$
\lim _{k \rightarrow \infty}\left(T_{i}-s_{i}\right) x_{k}=0
$$

for all $i=1, \ldots, n$. We call the sequence $\left(x_{k}\right)$ joint approximate eigenvector.
Clearly, every joint approximate eigenvector is an approximate eigenvector for $T_{i}$. Hence, $s_{i} \in$ $\sigma\left(T_{i}\right)$ for $s \in \sigma_{j}\left(T_{i}\right)$ and (see [Sch12, Prop. 5.24(ii)]):

$$
\sigma_{j}(T) \subseteq \sigma\left(T_{1}\right) \times \cdots \times \sigma\left(T_{n}\right)
$$

Let us come back to the invariant differential operators on a locally symmetric space. By definition $D \in \mathbb{D}(G / K)$ is $G$-invariant and therefore it maps $\Gamma$-invariant elements in $C^{\infty}(G / K)$ into itself. Since ${ }^{\Gamma} C^{\infty}(G / K) \simeq C^{\infty}(\Gamma \backslash G / K)$ we obtain a differential operator ${ }_{\Gamma} D$ on $\Gamma \backslash G / K$. Using the direct integral decomposition it is easy to see that ${ }_{\Gamma} D$ is a normal operator on $L^{2}(\Gamma \backslash G / K)$ for $D \in \mathbb{D}(G / K)$ (with domain $\left\{f \in L^{2}(\Gamma \backslash G / K) \mid{ }_{\Gamma} D f \in L^{2}(\Gamma \backslash G / K)\right\}$ ). Furthermore, the spectral measure is given by

$$
E_{\Gamma} D(M) \int_{Z_{\mathrm{sph}}}^{\oplus} f_{z} d \mu(z)=\int_{\left\{z \mid \chi_{\lambda_{z}}(D) \in M\right\}}^{\oplus} f_{z} d \mu(z)
$$

We obtain that ${ }_{\Gamma} D_{1}$ and ${ }_{\Gamma} D_{2}$ strongly commute for $D_{1}, D_{2} \in \mathbb{D}(G / K)$ and hence we can define the joint spectrum for any finite family $\left\{{ }_{\Gamma} D_{1}, \ldots,{ }_{\Gamma} D_{n}\right\}$.
3.3. Comparison of spectra. In this section we want to see that the Plancherel spectrum and the joint spectrum coincide. In order to achieve this we need the following lemma.
Lemma 3.5. Let $p_{1}, \ldots, p_{n} \in \operatorname{Poly}\left(\mathfrak{a}_{\mathbb{C}}^{*}\right)^{W}$ be non-constant complex Weyl group invariant homogeneous polynomials of degree $d_{i}$ on $\mathfrak{a}_{\mathbb{C}}^{*}$ that separate the points on $\mathfrak{a}_{\mathbb{C}}^{*} / W$. Then $\mathfrak{a}_{\mathbb{C}}^{*} / W \rightarrow \mathbb{C}^{n}, \lambda$ $\bmod W \mapsto\left(p_{1}(\lambda), \ldots, p_{n}(\lambda)\right)$ is a topological embedding.

Proof. By definition the mapping $\Phi: \lambda \bmod W \mapsto\left(p_{1}(\lambda), \ldots, p_{n}(\lambda)\right)$ is injective and continuous. It remains to show that $\Phi^{-1}$ is continuous, i.e. for $\lambda_{n} \in \mathfrak{a}_{\mathbb{C}}^{*}$ with $\Phi\left(\lambda_{n}\right) \rightarrow \Phi\left(\lambda_{0}\right)$ we have $\lambda_{n} \bmod W \rightarrow \lambda_{0} \bmod W$. Since the polynomials $p_{i}$ are homogeneous it is clear that $\Phi(0)=0$ and 0 is not contained in $\Phi\left(\left\{\lambda \in \mathfrak{a}_{\mathbb{C}}^{*} \mid\|\lambda\|=1\right\} / W\right)$. By compactness

$$
\left\|\Phi\left(\left\{\lambda \in \mathfrak{a}_{\mathbb{C}}^{*} \mid\|\lambda\|=1\right\} / W\right)\right\|_{\infty} \geq c>0
$$

where we use the maximum norm on $\mathbb{C}^{n}$. Now for $\|\lambda\| \geq 1$ :

$$
\|\Phi(\lambda \quad \bmod W)\|_{\infty}=\max \left|p_{i}(\lambda)\right|=\max \|\lambda\|^{d_{i}}\left|p_{i}(\lambda /\|\lambda\|)\right| \geq\|\lambda\|^{\min d_{i}} \max \left|p_{i}(\lambda /\|\lambda\|)\right| \geq c\|\lambda\|^{2}
$$

For $\Phi\left(\lambda_{n}\right) \rightarrow \Phi\left(\lambda_{0}\right)$ it follows that $\left\|\lambda_{n}\right\|$ is bounded: Indeed if limsup $\left\|\lambda_{n}\right\|=\infty$ then $\infty=$ $\limsup c\left\|\lambda_{n}\right\|^{2} \leq \lim \sup \left\|\Phi\left(\lambda_{n}\right)\right\|_{\infty} \leq\left\|\Phi\left(\lambda_{0}\right)\right\|_{\infty}+1$. Therefore, $\lambda_{n}$ is contained in the bounded set $B=\left\{\lambda \in \mathfrak{a}_{\mathbb{C}}^{*} \mid\|\lambda\| \leq r\right\}$. But now $\left.\Phi\right|_{B / W}: B / W \rightarrow \mathbb{C}^{n}$ is injective and continuous and since $B / W$ is compact it is a topological embedding. As $\lambda_{n}, \lambda_{0} \in B$ we infer $\lambda_{n} \bmod W \rightarrow \lambda_{0}$ $\bmod W$ and the lemma is proved.

As before let $L^{2}(\Gamma \backslash G)=\int_{Z}^{\oplus} \pi_{z} d \mu(z)$. It is clear that $L^{2}(\Gamma \backslash G / K)=L^{2}(\Gamma \backslash G)^{K}=\int_{Z_{\text {sph }}}^{\oplus} \mathcal{H}_{z}^{K} d \mu(z)$. For $z \in Z_{\mathrm{sph}}$ the representation $\pi_{z}$ is unitary, irreducible, and spherical. By Section 2.3 $\pi_{z} \simeq \pi_{\phi_{\lambda_{z}}}$ for some $\lambda_{z} \in \mathfrak{a}_{\mathbb{C}}^{*} / W$ such that $\phi_{\lambda_{z}}$ is of positive type. This reflects that $\widetilde{\sigma}(\Gamma \backslash G / K)$ is the set of spectral parameters $\lambda$ occurring in $L^{2}(\Gamma \backslash G / K)$. By definition of $\pi_{\phi_{\lambda_{z}}}$ the differential operator $D \in \mathbb{D}(G / K)$ acts by $\chi_{\lambda_{z}}(D)$ on $\mathcal{H}_{z}^{K}$.
We now aim to show the following proposition.
Proposition 3.6. Let $D_{1}, \ldots, D_{n}$ be a generating set for $\mathbb{D}(G / K)$ consisting of symmetric operators such that their Harish-Chandra polynomials $\mathrm{HC}\left(D_{i}\right)$ are homogeneous. Then the following sets coincide:
(i) $\tilde{\sigma}(\Gamma \backslash G / K)$
(ii) $\left\{\lambda \mid \forall D \in \mathbb{D}(G / K): \chi_{\lambda}(D) \in \sigma\left({ }_{\Gamma} D\right)\right\}$
(iii) $\left\{\lambda \mid \forall p \in \operatorname{Poly}\left(\mathfrak{a}_{\mathbb{C}}^{*}\right)^{W}: p(\lambda) \in \operatorname{essran}\left[z \mapsto p\left(\lambda_{z}\right)\right]\right\}$
(iv) $\left\{\lambda \mid \forall p \in \mathbb{C}\left[x_{1}, \ldots, x_{n}\right]: p\left(\chi_{\lambda}\left(D_{1}\right), \ldots, \chi_{\lambda}\left(D_{n}\right)\right) \in \sigma\left({ }_{\Gamma} p\left(D_{1}, \ldots, D_{n}\right)\right)\right\}$
(v) $\left\{\lambda \mid\left(\chi_{\lambda}\left(D_{1}\right), \ldots, \chi_{\lambda}\left(D_{n}\right)\right) \in \sigma_{j}\left({ }_{\Gamma} D_{1}, \ldots,{ }_{\Gamma} D_{n}\right)\right\}$
(vi) $\left\{\lambda \mid{ }_{\Gamma} \sum_{i=1}^{n}\left(D_{i}-\chi_{\lambda}\left(D_{i}\right)\right)^{*}\left(D_{i}-\chi_{\lambda}\left(D_{i}\right)\right)\right.$ is not invertible $\}$

Proof. Clearly, (ii) (iii) and (iv) coincide by the Harish-Chandra isomorphism and Lemma 3.2 and contain $\widetilde{\sigma}(\Gamma \backslash G / K)$ by continuity of the polynomials $p \in \operatorname{Poly}\left(\mathfrak{a}_{\mathbb{C}}^{*}\right)^{W}$. Taking $p=\sum_{i=1}^{n}\left(x_{i}-\right.$ $\left.\overline{\chi_{\lambda}\left(D_{i}\right)}\right)\left(x_{i}-\chi_{\lambda}\left(D_{i}\right)\right)$ we see that (iv) is contained in (vi). To see that (vi) is contained in (v) we observe that an approximate eigenvector for the spectral value 0 for $\Gamma \sum_{i=1}^{n}\left(D_{i}-\chi_{\lambda}\left(D_{i}\right)\right)^{*}\left(D_{i}-\right.$ $\left.\chi_{\lambda}\left(D_{i}\right)\right)$ is an joint approximate eigenvector for all the ${ }_{\Gamma} D_{i}$ as

$$
\sum_{i=1}^{n}\left\|\left({ }_{\Gamma} D_{i}-\chi_{\lambda}\left(D_{i}\right)\right) f\right\|^{2}=\left\langle_{\Gamma} \sum_{i=1}^{n}\left(D_{i}-\chi_{\lambda}\left(D_{i}\right)\right)^{*}\left(D_{i}-\chi_{\lambda}\left(D_{i}\right)\right) f, f\right\rangle
$$

It remains to show that (v) is contained in $\widetilde{\sigma}(\Gamma \backslash G / K)$. Let $f_{n}=\int_{Z_{\mathrm{sph}}}^{\oplus} f_{n, z} d \mu(z)$ be a joint approximate eigenvector for ${ }_{\Gamma} D_{1}, \ldots, \Gamma D_{n}$ and $A_{\varepsilon}:=\left\{z\left|\sum_{i=1}^{n}\right| \chi_{\lambda_{z}}\left(D_{i}\right)-\left.\chi_{\lambda}\left(D_{i}\right)\right|^{2}<\varepsilon\right\}$. Then

$$
\begin{aligned}
0 \leftarrow & \sum\left\|\left({ }_{\Gamma} D_{i}-\chi_{\lambda}\left(D_{i}\right)\right) f_{n}\right\|^{2}=\int_{Z_{\mathrm{sph}}} \sum_{i=1}^{n}\left|\chi_{\lambda_{z}}\left(D_{i}\right)-\chi_{\lambda}\left(D_{i}\right)\right|^{2}\left\|f_{n, z}\right\|^{2} d \mu(z) \\
& \geq \int_{Z_{\mathrm{sph}} \backslash A_{\varepsilon}} \varepsilon\left\|f_{n, z}\right\|^{2} d \mu(z)
\end{aligned}
$$

but the last expression equals $\varepsilon$ if $\mu\left(A_{\varepsilon}\right)=0$. Hence, $A_{\varepsilon}$ has positive measure for all $\varepsilon>0$. By Lemma 3.5 the preimage of a neighborhood in $\mathfrak{a}_{\mathbb{C}}^{*} / W$ of $\lambda$ under $z \mapsto \lambda_{z}$ contains $A_{\varepsilon}$ for some $\varepsilon>0$ and therefore has positive measure as well. It follows $\lambda \in \widetilde{\sigma}(\Gamma \backslash G / K)$. This completes the proof.

We now prove that $\widetilde{\sigma}(\Gamma \backslash G / K)$ contains $i \mathfrak{a}^{*}$ if the injectivity radius is infinite.

Proposition 3.7. Suppose that the injectivity radius of $\Gamma \backslash G / K$ is infinite, i.e. for every compact set $C \subseteq G / K$ there is $g \in G$ such that $G / K \rightarrow \Gamma \backslash G / K$ restricted to $g C$ is injective. Then $i \mathfrak{a}^{*} \subseteq \tilde{\sigma}(\Gamma \backslash G / K)$. In particular, $\left[\|\rho\|^{2}, \infty[\subseteq \sigma(\Gamma \Delta)\right.$.

Proof. The proof follows the same idea as EO22, Prop. 8.4]. Let $\lambda \in i \mathfrak{a}^{*}=\tilde{\sigma}(G / K)$. We choose a generating set $D_{1}, \ldots, D_{n}$ for $\mathbb{D}(G / K)$ consisting of symmetric operators such that $\operatorname{HC}\left(D_{i}\right)$ are homogeneous. Let $D_{n+1}=\left(\Delta-\|\rho\|^{2}\right)^{k}$ for $k$ large such that the order of $D_{n+1}$ is bigger than all the orders of $D_{1}, \ldots, D_{n}$. Denote the elliptic operator $\sum_{i=1}^{n+1}\left(D_{i}-\chi_{\lambda}\left(D_{i}\right)\right)^{*}\left(D_{i}-\chi_{\lambda}\left(D_{i}\right)\right)$ by $D$. By Proposition 3.6 there exists $\left(f_{n}\right)_{n} \subset L^{2}(G / K)$ with $\left\|f_{n}\right\|_{L^{2}(G / K)}=1$ and $D f_{n} \rightarrow 0$. Since $D$ is elliptic and positive it is essentially self-adjoint on $C_{c}^{\infty}(G / K)$. In particular, we can assume that $f_{n} \in C_{c}^{\infty}(G / K)$. We can now find $g_{n} \in G$ such that $g_{n} \operatorname{supp} f_{n}$ injects into $\Gamma \backslash G / K$. Define $\widetilde{f}_{n}(\Gamma x)=f_{n}\left(g_{n}^{-1} x\right)$ for $x \in g_{n} K_{n}$ and $\widetilde{f}_{n}(\Gamma x)=0$ else. By construction this is welldefined and $\left\|\widetilde{f}_{n}\right\|_{L^{2}(\Gamma \backslash G / K)}=\left\|f_{n}\right\|_{L^{2}(G / K)}$. Moreover, $\left\|_{\Gamma} D \widetilde{f}_{n}\right\|_{L^{2}(\Gamma \backslash G / K)}=\left\|D f_{n}\right\|_{L^{2}(G / K)} \rightarrow 0$. This shows $\lambda \in \widetilde{\sigma}(\Gamma \backslash G / K)$. The 'in particular' part follows from Proposition 3.6 (ii) and $\chi_{\lambda}(\Delta)=-\langle\lambda, \lambda\rangle+\|\rho\|^{2}$.
Remark 3.8. The assumption in Proposition 3.7 is satisfied for the following examples:
(i) If $G=S L_{2}(\mathbb{R})$ and $\Gamma$ is geometrically finite, then infinite injectivity radius is equivalent to infinite volume which is again equivalent to saying that $\Gamma \backslash \mathbb{H}$ has at least one funnel.
(ii) If $G$ is simple of real rank at least 2 , then a discrete subgroup $\Gamma \backslash G / K$ has infinite injectivity radius iff $\Gamma$ has infinite covolume by FG23.
(iii) If $\Gamma \leq G$ is an Anosov subgroup, then $\Gamma \backslash G / K$ has infinite injectivity radius [EO22, Proposition 8.3].
3.4. Temperedness of $\boldsymbol{L}^{\mathbf{2}}(\boldsymbol{\Gamma} \backslash \boldsymbol{G})$. We want to obtain a connection between the spectrum and temperedness of $L^{2}(\Gamma \backslash G)$. Let us recall the definition of a tempered representation.
Definition 3.9 (see e.g. HCH88). A unitary representation $\left(\pi, \mathcal{H}_{\pi}\right)$ is called tempered if one of the following equivalent conditions is satisfied:
(i) $\pi$ is weakly contained in $L^{2}(G)$, i.e. any diagonal matrix coefficients of $\pi$ can be approximated, uniformly on compact sets, by convex combinations of diagonal matrix coefficients of $L^{2}(G)$.
(ii) for any $\varepsilon>0$ the representation $\pi$ is strongly $L^{2+\varepsilon}$ where $\pi$ is called strongly $L^{p}$ if there is a dense subspace $D$ of $\mathcal{H}_{\pi}$ so that for any vectors $v, w \in D$ the matrix coefficient $g \mapsto\langle\pi(g) v, w\rangle$ lies in $L^{p}(G)$.

To characterize temperedness of $L^{2}(\Gamma \backslash G)$ we will use the direct integral decomposition (see Section 3.1.
We will prove the following statement.
Proposition 3.10. Suppose that $\widetilde{\sigma}(\Gamma \backslash G / K) \subseteq \frac{p-2}{p} \operatorname{conv}(W \rho)$ for some $p \in[2, \infty[$. Then $L^{2}(\Gamma \backslash G)$ is strongly $L^{p+\varepsilon}$. In particular, $L^{2}(\Gamma \backslash G)$ is tempered if $\widetilde{\sigma}(\Gamma \backslash G / K) \subseteq i \mathfrak{a}^{*} / W$.

Proof. Let $\varepsilon>0$ and $f_{1}, f_{2} \in C_{c}(\Gamma \backslash G)$ non-negative. We have to show that $\int_{G}\left|\left\langle R(g) f_{1}, f_{2}\right\rangle\right|^{p+\varepsilon} d g$ is finite. Obviously, $\left\langle R(g) f_{1}, f_{2}\right\rangle=\int_{\Gamma \backslash G} f_{1}(\Gamma h g) f_{2}(\Gamma h) d \Gamma h$ is bounded by $\left\langle R(g) F_{1}, F_{2}\right\rangle$ where $F_{i}(\Gamma h)=\max _{k \in K}\left|f_{i}(\Gamma h k)\right|$. Hence, it is sufficent to show $\int_{G}\left|\left\langle R(g) f_{1}, f_{2}\right\rangle\right|^{2+\varepsilon} d g<\infty$ for $K$ invariant $f_{1}, f_{2}$. We decompose $f_{i}$ in the direct integral decomposition as $f_{i}=\int_{Z}^{\oplus} f_{i, z} d \mu(z)$. Since we assumed $f_{i}$ to be $K$-invariant we know that $f_{i, z} \in \mathcal{H}_{z}^{K}$ for $\mu$-a.e. $z \in Z$. It follows that we have to integrate only over $Z_{\text {sph }}$.

For $z \in Z_{\mathrm{sph}}$ the representation $\pi_{z}$ is unitary, irreducible, and spherical. By Section $2.3 \pi_{z} \simeq$ $\pi_{\phi_{\lambda}}$ for some $\lambda_{z} \in \mathfrak{a}_{\mathbb{C}}^{*}$ such that $\phi_{\lambda_{z}}$ is of positive type. We also have $\left\langle\pi_{z}(g) f_{1, z}, f_{2, z}\right\rangle=$ $\phi_{\lambda_{z}}(g) \cdot\left\langle f_{1, z}, f_{2, z}\right\rangle$. By assumption, $\lambda_{z} \in \frac{p-2}{p} \operatorname{conv}(W \rho)$ for a.e. $z \in Z_{\text {sph }}$. This implies that $\phi_{\lambda_{z}} \in L^{p+\varepsilon}(G)$ by HWW21, Prop. 2.4] and even $\int_{G}\left|\phi_{\lambda_{z}}\right|^{p+\varepsilon} d g \leq C_{\varepsilon, p}$ for $\mu$-a.e. $z \in Z_{\text {sph }}$ with $C_{\varepsilon, p}$ independent of $z$.

Now we estimate

$$
\begin{aligned}
\int_{G}\left|\left\langle R(g) f_{1}, f_{2}\right\rangle\right|^{p+\varepsilon} d g & \leq \int_{G}\left(\int_{Z_{\mathrm{sph}}}\left|\left\langle\pi_{z}(g) f_{1, z}, f_{2, z}\right\rangle\right| d \mu(z)\right)^{p+\varepsilon} d g \\
& =\int_{G}\left(\int_{Z_{\mathrm{sph}}}\left|\phi_{\lambda_{z}}(g)\left\langle f_{1, z}, f_{2, z}\right\rangle\right| d \mu(z)\right)^{p+\varepsilon} d g
\end{aligned}
$$

Using Hölder's inequality we find that

$$
\begin{gathered}
\int_{Z_{\mathrm{sph}}}\left|\phi_{\lambda_{z}}(g)\left\langle f_{1, z}, f_{2, z}\right\rangle\right| d \mu(z)=\int_{Z_{\mathrm{sph}}}\left|\phi_{\lambda_{z}}(g)\right|\left|\left\langle f_{1, z}, f_{2, z}\right\rangle\right|^{\frac{1}{p+\varepsilon}}\left|\left\langle f_{1, z}, f_{2, z}\right\rangle\right|^{1 / q} d \mu(z) \\
\quad \leq\left(\int_{Z_{\mathrm{sph}}}\left|\phi_{\lambda_{z}}(g)\right|^{p+\varepsilon}\left|\left\langle f_{1, z}, f_{2, z}\right\rangle\right| d \mu(z)\right)^{\frac{1}{p+\varepsilon}} \cdot\left(\int_{Z_{\mathrm{sph}}}\left|\left\langle f_{1, z}, f_{2, z}\right\rangle\right| d \mu(z)\right)^{1 / q}
\end{gathered}
$$

where $\frac{1}{p+\varepsilon}+\frac{1}{q}=1$.
Therefore,
$\int_{G}\left|\left\langle R(g) f_{1}, f_{2}\right\rangle\right|^{p+\varepsilon} d g \leq \int_{G} \int_{Z_{\mathrm{sph}}}\left|\phi_{\lambda_{z}}(g)\right|^{p+\varepsilon}\left|\left\langle f_{1, z}, f_{2, z}\right\rangle\right| d \mu(z) \cdot\left(\int_{Z_{\mathrm{sph}}}\left|\left\langle f_{1, z}, f_{2, z}\right\rangle\right| d \mu(z)\right)^{\frac{p+\varepsilon}{q}} d g$.
Using $\int_{G}\left|\phi_{\lambda_{z}}\right|^{p+\varepsilon} d g \leq C_{\varepsilon, p}$ it follows

$$
\begin{aligned}
& \int_{G}\left|\left\langle R(g) f_{1}, f_{2}\right\rangle\right|^{p+\varepsilon} d g \leq C_{\varepsilon, p} \int_{Z_{\mathrm{sph}}}\left|\left\langle f_{1, z}, f_{2, z}\right\rangle\right| d \mu(z) \cdot\left(\int_{Z_{\mathrm{sph}}}\left|\left\langle f_{1, z}, f_{2, z}\right\rangle\right| d \mu(z)\right)^{\frac{p+\varepsilon}{q}} \\
& \quad \leq C_{\varepsilon, p}\left(\int_{Z_{\mathrm{sph}}}\left|\left\langle f_{1, z}, f_{2, z}\right\rangle\right| d \mu(z)\right)^{p+\varepsilon} \leq C_{\varepsilon, p}\left(\int_{Z_{\mathrm{sph}}}\left\|f_{1, z}\right\|^{2} d \mu(z) \int_{Z_{\mathrm{sph}}}\left\|f_{2, z}\right\|^{2} d \mu(z)\right)^{p+\varepsilon / 2} \\
& \quad \leq C_{\varepsilon, p}\left\|f_{1}\right\|_{L^{2}(\Gamma \backslash G)}^{p+\varepsilon}\left\|f_{2}\right\|_{L^{2}(\Gamma \backslash G)}^{p+\varepsilon}<\infty .
\end{aligned}
$$

This completes the proof.

## 4. The spectrum for quotients of products of rank one space

4.1. The resolvent kernel on a locally symmetric space. In this subsection we determine the Schwartz kernel of the resolvent on a locally symmetric space in terms of its Schwartz kernel on the global space $G / K$. To do this we need the following well-known lemma.

Lemma 4.1. The averaging map $\alpha: C_{c}^{\infty}(G / K) \rightarrow C_{c}^{\infty}(\Gamma \backslash G / K)$ defined by

$$
\alpha f(\Gamma x)=\sum_{\gamma \in \Gamma} f(\gamma x), \quad x \in G / K
$$

is surjective.

Let us recall that for $D \in \mathbb{D}(G / K)$ we defined the differential operator ${ }_{\Gamma} D$ acting on $L^{2}(\Gamma \backslash G / K)$. The following lemma tells us how the Schwartz kernel of ${ }_{\Gamma} D^{-1}$ can be expressed provided $D$ is invertible.

Lemma 4.2. Let $D \in \mathbb{D}(G / K)$ and suppose that $D$ is invertible as an unbounded operator $L^{2}(G / K) \rightarrow L^{2}(G / K)$. Let $K_{D^{-1}} \in \mathcal{D}^{\prime}(G / K \times G / K)$ be the Schwartz kernel of $D^{-1}$. Suppose further that ${ }_{\Gamma} D: L^{2}(\Gamma \backslash G / K) \rightarrow L^{2}(\Gamma \backslash G / K)$ is invertible. Then the Schwartz kernel $K_{\Gamma} D^{-1} \in$ $\mathcal{D}^{\prime}(\Gamma \backslash G / K \times \Gamma \backslash G / K)$ of ${ }_{\Gamma} D^{-1}$ is given by

$$
K_{\Gamma D^{-1}}(\varphi \otimes \psi)=\sum_{\gamma \in \Gamma} K_{D^{-1}}\left(L_{\gamma} \tilde{\varphi} \otimes \tilde{\psi}\right)
$$

where $\tilde{\varphi}($ and $\tilde{\psi})$ are preimages of $\varphi$ (resp. $\psi$ ) under the surjective map $\alpha: C_{c}^{\infty}(G / K) \rightarrow$ $C_{c}^{\infty}(\Gamma \backslash G / K)$. By slight abuse of notation we write

$$
K_{\Gamma D^{-1}}(\Gamma x, \Gamma y)=\sum_{\gamma \in \Gamma} K_{D^{-1}}(x, \gamma y)
$$

Proof. First of all note that $D$ and therefore $D^{-1}$ is $G$-invariant, hence $K_{D}(\tilde{\varphi} \otimes \tilde{\psi})=K_{D}\left(L_{g} \tilde{\varphi} \otimes\right.$ $\left.L_{g} \tilde{\psi}\right)$ for all $g \in G$ and $\tilde{\varphi}, \tilde{\psi} \in C_{c}^{\infty}(G / K)$. Let $\varphi=\alpha \tilde{\varphi}, \psi=\alpha \tilde{\psi} \in C_{c}^{\infty}(\Gamma \backslash G / K)$. By definition of $K_{\Gamma D^{-1}}$ we have $K_{\Gamma D^{-1}}\left(\left({ }_{\Gamma} D \varphi\right) \otimes \psi\right)=\int_{\Gamma \backslash G / K} \varphi(\Gamma x) \psi(\Gamma x) d \Gamma x$. On the other hand ${ }_{\Gamma} D \varphi=\alpha(D \tilde{\varphi})$ by $G$-invariance of $D$ so that we can choose $D \tilde{\varphi}$ as $\widetilde{\Gamma D}$. Therefore we have to show

$$
\sum_{\gamma \in \Gamma} K_{D^{-1}}\left(L_{\gamma} D \tilde{\varphi} \otimes \tilde{\psi}\right)=\int_{\Gamma \backslash G / K} \varphi(\Gamma x) \psi(\Gamma x) d \Gamma x
$$

The left hand side equals

$$
\sum_{\gamma \in \Gamma} K_{D^{-1}}\left(D L_{\gamma} \tilde{\varphi} \otimes \tilde{\psi}\right)=\sum_{\gamma \in \Gamma} \int_{G / K} L_{\gamma} \tilde{\varphi}(x) \tilde{\psi}(x) d x
$$

again by $G$-invariance of $D$ and the definition of $K_{D^{-1}}$. Now we can use the definition of the measure of $\Gamma \backslash G / K$ to conclude

$$
\sum_{\gamma \in \Gamma} \int_{G / K} L_{\gamma} \tilde{\varphi}(x) \tilde{\psi}(x) d x=\sum_{\gamma \in \Gamma} \int_{\Gamma \backslash G / K} \sum_{\gamma^{\prime} \in \Gamma} \tilde{\varphi}(\gamma x) \tilde{\psi}\left(\gamma^{\prime} x\right) d \Gamma x=\int_{\Gamma \backslash G / K} \varphi(\Gamma x) \psi(\Gamma x) d \Gamma x
$$

This shows the lemma.
4.2. Spectrum of the Laplacian in a general locally symmetric space of rank one. In this section we recall the connection between the bottom of the Laplace spectrum on the locally symmetric space $\Gamma \backslash G / K$ of rank one and the critical exponent of $\Gamma$ which is due to Elstrodt Els73a, Els73b, Els74 and Patterson Pat76 for $G=S L_{2}(\mathbb{R})$, Sullivan Sul87 for $G=S O_{0}(n, 1)$, and Corlette Cor90 for general $G$ of rank one. In the higher rank setting this was generalized by Leuzinger Leu04, Weber Web08, and Anker and Zhang [AZ22].

Definition 4.3. We define the abscissa of convergence/critical exponent for $\Gamma$ as

$$
\delta_{\Gamma}:=\inf \left\{s \in \mathbb{R}: \sum_{\gamma \in \Gamma} e^{-s\left\|\mu_{+}(\gamma)\right\|}<\infty\right\}
$$

Let us recall the theorem for the bottom of the spectrum on a locally symmetric space of rank one and its proof as we will use it later in the proof of Theorem 4.9.

Proposition 4.4. Let $G / K$ be a symmetric space of rank one and $\Gamma$ a torsion-free discrete subgroup. Then

$$
\sigma(\Gamma \Delta) \subseteq \begin{cases}{\left[\|\rho\|^{2}, \infty[ \right.} & : \delta_{\Gamma}<\|\rho\| \\ {\left[\|\rho\|^{2}-\left(\delta_{\Gamma}-\|\rho\|\right)^{2}, \infty[ \right.} & : \delta_{\Gamma} \geq\|\rho\|\end{cases}
$$

The main ingredient for the proof of Proposition 4.4 is the Green function which is the resolvent kernel $K_{(\Delta-z)^{-1}}$ for the Laplacian $\Delta$. It is well-known that $K_{(\Delta-z)^{-1}}$ is smooth function away from the diagonal. By the $G$-invariance of $\Delta$ we have $K_{(\Delta-z)^{-1}}(g x, g y)=K_{(\Delta-z)^{-1}}(x, y)$ and therefore $K_{(\Delta-z)^{-1}}(x, y)$ only depends on $\mu_{+}\left(x^{-1} y\right)$. This allows us to see $K_{(\Delta-z)^{-1}}$ as a function on $A$ which has the following global bounds:

Theorem 4.5 ( AJ99, Thm. 4.2.2]).
(i) For every $z<b<\|\rho\|^{2}$ there is a constant $C_{z, b}>0$ such that

$$
K_{(\Delta-z)^{-1}}\left(e^{H}\right) \leq C_{z, b} e^{-\left(\sqrt{\|\rho\|^{2}-b}+\|\rho\|\right)\|H\|}
$$

for all $H \in \mathfrak{a}$ away from the origin.
(ii) For every $z<\|\rho\|^{2}$ there is a constant $C_{z}$ such that

$$
K_{(\Delta-z)^{-1}}\left(e^{H}\right) \leq C_{z} \begin{cases}\|H\|^{2-\operatorname{dim}(G / K)} & : \operatorname{dim}(G / K)>2 \\ \log (1 /\|H\|) & : \operatorname{dim}(G / K)=2\end{cases}
$$

for all $H \in \mathfrak{a}$ near the origin.
Remark 4.6. In addition to the bounds on $K_{(\Delta-z)^{-1}}$ from Theorem 4.5 we will use the following general estimates:

$$
\left|K_{(\Delta-z)^{-1}}\right| \leq K_{(\Delta-\operatorname{Re} z)^{-1}}
$$

which is positive. Moreover,

$$
K_{(\Delta-z)^{-1}} \leq K_{\left(\Delta-z^{\prime}\right)^{-1}} \quad \text { for } \quad z \leq z^{\prime}<\|\rho\|^{2}
$$

These estimates can been seen e.g. by writing $(\Delta-z)^{-1}$ in terms of the Laplace transform.
In order to decide whether the kernel given by the averaging construction of Lemma 4.2 defines a bounded inverse on $L^{2}(\Gamma \backslash G / K)$ we use Stone's formula.

Proposition 4.7 (see e.g. Sch12, Prop. 5.14]). Let $A$ be a self-adjoint operator and $P_{I}$ the spectral projector of $A$ for a Borel subset $I \subseteq \mathbb{R}$. Then

$$
\frac{1}{2}\left(P_{[a, b]}+P_{a, b[ }\right)=\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \pi i} \int_{a}^{b}(A-(z+i \varepsilon))^{-1}-(A-(z-i \varepsilon))^{-1} d z
$$

Here the limit as $\varepsilon \rightarrow 0$ is understood as a strong limit.
The advantage of Stone's formula is that the occurring inverted operators are well-defined by the self-adjointness of $A$. Hence we can merely consider the Schwartz kernel without having to wonder whether this kernel defines a bounded operator on $L^{2}$.

Proof of Prop. 4.4. According to Proposition 4.7 we have to determine for which $b<\|\rho\|^{2}$ :

$$
\begin{equation*}
\int_{0}^{b}\left({ }_{\Gamma} \Delta-(z+i \varepsilon)\right)^{-1}-\left({ }_{\Gamma} \Delta-(z-i \varepsilon)\right)^{-1} d z \rightarrow 0 \tag{3}
\end{equation*}
$$

in the strong sense as $\varepsilon \rightarrow 0$. As in Lemma 4.2 denote the Schwartz kernel of $\left({ }_{\Gamma} D-(z \pm i \varepsilon)\right)^{-1}$ by $K_{(\Gamma D-(z \pm i \varepsilon))^{-1}}$. Then we need to see that

$$
\begin{equation*}
\int_{0}^{b}\left(K_{(\Gamma \Delta-(z+i \varepsilon))^{-1}}-K_{(\Gamma \Delta-(z-i \varepsilon))^{-1}}\right)(\varphi \otimes \psi) d z \rightarrow 0 \tag{4}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$ for every $\varphi, \psi \in C_{c}^{\infty}(\Gamma \backslash G / K)$ for certain $b<\|\rho\|^{2}$. Let $\tilde{\varphi}$ (resp. $\tilde{\psi}$ ) be a preimage of $\varphi$ (resp. $\psi$ ) under the map $\alpha$. Then the expression in (4) equals

$$
\begin{equation*}
\int_{0}^{b} \sum_{\gamma \in \Gamma}\left(K_{(\Delta-(z+i \varepsilon))^{-1}}-K_{\left.(\Delta-(z-i \varepsilon))^{-1}\right)}\left(L_{\gamma} \tilde{\varphi} \otimes \tilde{\psi}\right) d z\right. \tag{5}
\end{equation*}
$$

by Lemma 4.2 since $\Delta$ is symmetric and therefore ${ }_{\Gamma} \Delta-(z \pm i \varepsilon)$ is invertible.
The following slightly more general lemma shows that (3) holds for $b<\|\rho\|^{2}-\left(\max \left\{0, \delta_{\Gamma}-\|\rho\|\right\}\right)^{2}$ and hence $\sigma\left({ }_{\Gamma} \Delta\right) \cap\left(-\infty,\|\rho\|^{2}-\left(\max \left\{0, \delta_{\Gamma}-\|\rho\|\right\}\right)^{2}\right)=\emptyset$.

Lemma 4.8. Let $D$ be a multiset whose underlying set is a discrete subset of a rank one Lie group $G$ and

$$
\delta_{D}:=\inf \left\{s \in \mathbb{R}: \sum_{\gamma \in D} e^{-s\left\|\mu_{+}(\gamma)\right\|}<\infty\right\} .
$$

For $b<\|\rho\|^{2}-\left(\max \left\{0, \delta_{D}-\|\rho\|\right\}\right)^{2}$ it holds that

$$
\int_{0}^{b} \sum_{\gamma \in D}\left(K_{(\Delta-(z+i \varepsilon))^{-1}}-K_{(\Delta-(z-i \varepsilon))^{-1}}\right)\left(L_{\gamma} \tilde{\varphi} \otimes \tilde{\psi}\right) d z \rightarrow 0
$$

as $\varepsilon \rightarrow 0$ for every $\tilde{\varphi}, \tilde{\psi} \in C_{c}^{\infty}(G / K)$.
Proof. Since the supports of $\tilde{\varphi}$ and $\tilde{\psi}$ are compact there are only finitely many $\gamma \in \Gamma$ such that $\operatorname{supp}\left(L_{\gamma} \tilde{\varphi} \otimes \psi\right)$ intersects the diagonal in $G / K \times G / K$ non-trivially. For these finitely many $\gamma \in \Gamma$ the term converges to 0 as $\Delta-z$ is invertible on $L^{2}(G / K)$ for $z<\|\rho\|^{2}$ and therefore $(\Delta-(z \pm i \varepsilon))^{-1} \rightarrow(\Delta-z)^{-1}$.

For the other $\gamma$ we use that $K_{(\Delta-z)^{-1}}$ is a smooth function away from the diagonal and the estimates from Remark 4.6.

$$
\begin{aligned}
& \left|\int_{0}^{b} \sum_{\gamma}\left(K_{(\Delta-(z+i \varepsilon))^{-1}}-K_{(\Delta-(z-i \varepsilon))^{-1}}\right)\left(L_{\gamma} \tilde{\varphi} \otimes \tilde{\psi}\right) d z\right| \\
& \leq \sup _{0 \leq z \leq b} b \sum_{\gamma}\left|\left(K_{(\Delta-(z+i \varepsilon))^{-1}}-K_{\left.(\Delta-(z-i \varepsilon))^{-1}\right)}\right)\left(L_{\gamma} \tilde{\varphi} \otimes \tilde{\psi}\right)\right| \\
& \leq \sup _{0 \leq z \leq b} b \sum_{\gamma} \int_{G / K} \int_{G / K}\left|\left(K_{(\Delta-(z+i \varepsilon))^{-1}}(x, y)-K_{(\Delta-(z-i \varepsilon))^{-1}}(x, y)\right)\left(\tilde{\varphi}\left(\gamma^{-1} x\right) \tilde{\psi}(y)\right)\right| d x d y \\
& \leq \sup _{0 \leq z \leq b} 2 b \sum_{\gamma} \int_{G / K} \int_{G / K} \mid K_{(\Delta-z)^{-1}(\gamma x, y) \tilde{\varphi}(x) \tilde{\psi}(y) \mid d x d y} \\
& \leq 2 b \sum_{\gamma} \int_{G / K} \int_{G / K} \mid K_{(\Delta-b)^{-1}(\gamma x, y) \tilde{\varphi}(x) \tilde{\psi}(y) \mid d x d y}
\end{aligned}
$$

Since the Green function only depends on $\mu_{+}\left(y^{-1} \gamma x\right)$ this can be estimated by a constant times

$$
\sup _{x, y \in C} \sum_{\gamma}\left|K_{(\Delta-b)^{-1}}\left(e^{\mu_{+}\left(y^{-1} \gamma x\right)}\right)\right|
$$

where $C \subseteq G$ is compact. Now we use Theorem4.5 to see that this is bounded for any $\nu>0$ by

$$
\begin{equation*}
C_{\nu} \sup _{x, y \in C} \sum_{\gamma} e^{-\left(\sqrt{\|\rho\|^{2}-b}+\|\rho\|-\nu\right)\left\|\mu_{+}\left(y^{-1} \gamma x\right)\right\|} . \tag{6}
\end{equation*}
$$

By the triangle inequality

$$
\left\|\mu_{+}(\gamma)\right\| \leq\left\|\mu_{+}(y)\right\|+\left\|\mu_{+}(x)\right\|+\left\|\mu_{+}\left(x^{-1} \gamma y\right)\right\|
$$

so that (6) is bounded by

$$
C_{\nu} \sup _{x, y \in C} e^{\left(\sqrt{\|\rho\|^{2}-b}+\|\rho\|-\nu\right)\left(\left\|\mu_{+}(y)\right\|+\left\|\mu_{+}(x)\right\|\right)} \sum_{\gamma} e^{-\left(\sqrt{\|\rho\|^{2}-b}+\|\rho\|-\nu\right)\left\|\mu_{+}(\gamma)\right\|}
$$

This is finite (for small $\nu$ ) if $\sqrt{\|\rho\|^{2}-b}+\|\rho\|>\delta_{\Gamma}$, i.e. $b<\|\rho\|^{2}-\left(\max \left\{0, \delta_{D}-\|\rho\|\right\}\right)^{2}$.
This estimate allows us to use Lebesgue's dominated convergence theorem to conclude the lemma.

Note that in Lemma $4.8 D$ is not assumed to be a group. We will use this general statement in the proof of Proposition 4.9
4.3. Product of rank one spaces. Let $X=X_{1} \times X_{2}=\left(G_{1} \times G_{2}\right) /\left(K_{1} \times K_{2}\right)$ be the product of two rank one symmetric spaces and $\Gamma \subseteq G_{1} \times G_{2}$ discrete and torsion-free. In order to determine $\widetilde{\sigma}(\Gamma \backslash G / K)$ in this case we bound the spectrum of the Laplacian acting on one factor and then use Proposition 3.6 .

Theorem 4.9. Let $\Delta_{1}$ be the Laplacian $\Delta \otimes$ id on $L^{2}\left(X_{1} \times X_{2}\right)=L^{2}\left(X_{1}\right) \otimes L^{2}\left(X_{2}\right)$ acting on the first factor. Let

$$
\delta_{1}=\sup _{R>0} \inf \left\{s \in \mathbb{R}: \sum_{\gamma \in \Gamma,\left\|\mu_{+}\left(\gamma_{2}\right)\right\| \leq R} e^{-s\left\|\mu_{+}\left(\gamma_{1}\right)\right\|}<\infty\right\}
$$

Then

$$
\widetilde{\sigma}\left({ }_{\Gamma} \Delta_{1}\right)=\left\{\lambda \in \mathfrak{a}_{\mathbb{C}}^{*} / W \mid \chi_{\lambda}\left(\Delta_{1}\right) \in \sigma\left(\Gamma \Delta_{1}\right)\right\} \subseteq\left\{\lambda \in \mathfrak{a}_{\mathbb{C}}^{*} / W \mid\left\|\operatorname{Re}\left(\lambda_{1}\right)\right\| \leq \max \left(0, \delta_{1}-\left\|\rho_{1}\right\|\right)\right\}
$$

Proof. Since the Schwartz kernel of the identity is the Dirac distribution $\delta_{x_{2}=y_{2}}$ on the diagonal in $X_{2} \times X_{2}$, the Schwartz kernel of $\left(\Delta_{1}-z\right)^{-1}$ is

$$
K_{\left(\Delta_{1}-z\right)^{-1}}\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right)=K_{(\Delta-z)^{-1}}\left(x_{1}, y_{1}\right) \delta_{x_{2}=y_{2}}\left(x_{2}, y_{2}\right)
$$

for $z \notin\left[\left\|\rho_{1}\right\|^{2}, \infty\left[\right.\right.$. Therefore, if $\left(\Gamma \Delta_{1}-z\right)$ is invertible the kernel of $\left(\Gamma \Delta_{1}-z\right)^{-1}$ is

$$
K_{\left(\Gamma \Delta_{1}-z\right)^{-1}}\left(\Gamma\left(x_{1}, x_{2}\right), \Gamma\left(y_{1}, y_{2}\right)\right)=\sum_{\gamma \in \Gamma} K_{(\Delta-z)^{-1}}\left(\gamma_{1} x_{1}, y_{1}\right) \delta_{x_{2}=y_{2}}\left(\gamma_{2} x_{2}, y_{2}\right)
$$

by Lemma 4.2. According to Proposition 4.7 we have to determine for which $b<\left\|\rho_{1}\right\|^{2}$ :

$$
\int_{0}^{b}\left(\Gamma \Delta_{1}-(z+i \varepsilon)\right)^{-1}-\left(\Gamma \Delta_{1}-(z-i \varepsilon)\right)^{-1} d z \rightarrow 0
$$

in the strong sense as $\varepsilon \rightarrow 0$. As in Lemma 4.2 denote the Schwartz kernel of $\left({ }_{\Gamma} D-z\right)^{-1}$ by $K_{(\Gamma D-z)^{-1}}$. Then we need to see for which $b<\left\|\rho_{1}\right\|^{2}$

$$
\begin{equation*}
\int_{0}^{b}\left(K_{\left(\Gamma \Delta_{1}-(z+i \varepsilon)\right)^{-1}}-K_{\left(\Gamma \Delta_{1}-(z-i \varepsilon)\right)^{-1}}\right)(\varphi \otimes \psi) d z \rightarrow 0 \tag{7}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$ for every $\varphi, \psi \in C_{c}^{\infty}(\Gamma \backslash G / K)$. Let $\tilde{\varphi}$ (resp. $\tilde{\psi}$ ) be a preimage of $\varphi$ (resp. $\psi$ ) under the map $\alpha$. Then the expression in 77 equals

$$
\int_{0}^{b} \sum_{\gamma \in \Gamma}\left(K_{\left(\Delta_{1}-(z+i \varepsilon)\right)^{-1}}-K_{\left(\Delta_{1}-(z-i \varepsilon)\right)^{-1}}\right)\left(L_{\gamma} \tilde{\varphi} \otimes \tilde{\psi}\right) d z
$$

by Lemma 4.2. Without loss of generality we can assume that $\tilde{\varphi}=\tilde{\varphi}_{1} \otimes \tilde{\varphi}_{2} \in C_{c}^{\infty}\left(X_{1}\right) \otimes$ $C_{c}^{\infty}\left(X_{2}\right) \subseteq C_{c}^{\infty}\left(X_{1} \times X_{2}\right)$ and in the same way for $\tilde{\psi}$. Then 77 reduces to

$$
\left.\int_{0}^{b} \sum_{\gamma \in \Gamma}\left(K_{(\Delta-(z+i \varepsilon))^{-1}}-K_{(\Delta-(z-i \varepsilon))^{-1}}\right)\left(L_{\gamma_{1}} \tilde{\varphi}_{1} \otimes \tilde{\psi}_{1}\right)\right)\left(\delta_{x_{2}=y_{2}}\left(L_{\gamma_{2}} \tilde{\varphi}_{2} \otimes \tilde{\psi}_{2}\right)\right) d z
$$

The latter part of the integrand is $\int_{X_{2}} \tilde{\varphi}_{2}\left(\gamma_{2}^{-1} x\right) \tilde{\psi}_{2}(x) d x$ which vanishes if $\gamma_{2}$ is large depending on $\tilde{\varphi}_{2}$ and $\tilde{\psi}_{2}$. More precisely, this is the case if

$$
\left\|\mu_{+}\left(\gamma_{2}\right)\right\|>2 \max _{x \in \operatorname{supp} \tilde{\varphi}_{2}} d\left(x, e K_{2}\right)+\max _{\substack{x \in \operatorname{supp} \tilde{\varphi}_{2} \\ y \in \operatorname{supp} \tilde{\psi}_{2}}} d(x, y)=: R .
$$

Indeed, $d\left(x, \gamma_{2}^{-1} x\right) \geq d\left(\gamma_{2} K_{2}, e K_{2}\right)-2 d\left(x, e K_{2}\right)>\max _{x \in \operatorname{supp}} \tilde{\varphi}_{2} d(x, y)$ so that $x \in \operatorname{supp} \tilde{\psi}_{2}$ excludes $\gamma_{2}^{-1} x \in \operatorname{supp} \tilde{\varphi}_{2}$.
Let $\Gamma_{R}:=\left\{\gamma \in \Gamma \mid\left\|\mu_{+}\left(\gamma_{2}\right)\right\| \leq R\right\}$. It follows that 7 is bounded by a constant times

$$
\int_{0}^{b} \sum_{\gamma \in \Gamma_{R}}\left(K_{(\Delta-(z+i \varepsilon))^{-1}}-K_{(\Delta-(z-i \varepsilon))^{-1}}\right)\left(L_{\gamma_{1}} \tilde{\varphi}_{1} \otimes \tilde{\psi}_{1}\right) d z
$$

Now Lemma 4.8 yields that this vanishes as $\varepsilon \rightarrow 0$ as long as $b<\left\|\rho_{1}\right\|^{2}-\left(\max \left\{0, \delta_{\mathrm{pr}_{1}\left(\Gamma_{R}\right)}-\right.\right.$ $\left.\left.\left\|\rho_{1}\right\|\right\}\right)^{2}$ where $\operatorname{pr}_{1}\left(\Gamma_{R}\right)$ is the multiset of $\gamma_{1} \in G$ with multiplicity $\#\left\{\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}\right) \in \Gamma_{R} \mid \gamma_{1}=\gamma_{1}^{\prime}\right\}$. In order to get $\sqrt{7}$ for every $\varphi, \psi$ the above condition on $b$ has to hold for every $R>0$, i.e. $b<\left\|\rho_{1}\right\|^{2}-\left(\max \left\{0, \delta_{1}-\left\|\rho_{1}\right\|\right\}\right)^{2}$. We infer that

$$
\sigma\left({ }_{\Gamma} \Delta_{1}\right) \subseteq \begin{cases}{\left[\left\|\rho_{1}\right\|^{2}, \infty[ \right.} & : \delta_{1} \leq\left\|\rho_{1}\right\| \\ {\left[\left\|\rho_{1}\right\|^{2}-\left(\delta_{1}-\left\|\rho_{1}\right\|\right)^{2}, \infty[ \right.} & : \delta_{1} \geq\left\|\rho_{1}\right\|\end{cases}
$$

Reformulating this statement in terms of $\widetilde{\sigma}$ we obtain the stated result.

Obviously, Theorem 4.9 is also true if we consider the Laplacian on the second factor with the critical exponent

$$
\delta_{2}=\sup _{R>0} \inf \left\{s \in \mathbb{R}: \sum_{\gamma \in \Gamma,\left\|\mu_{+}\left(\gamma_{1}\right)\right\| \leq R} e^{-s\left\|\mu_{+}\left(\gamma_{2}\right)\right\|}<\infty\right\}
$$

Using this, Proposition 3.6, and Proposition 3.10 we obtain the following corollary giving us temperedness of $L^{2}(\Gamma \backslash G)$ in dependence of $\delta_{1}$ and $\delta_{2}$.
Corollary 4.10. If $\delta_{1} \leq\left\|\rho_{1}\right\|$ and $\delta_{2} \leq\left\|\rho_{2}\right\|$, then $L^{2}(\Gamma \backslash G)$ is tempered.

Example 4.11. (i) Let $\Gamma$ be a product $\Gamma_{1} \times \Gamma_{2}$ where each $\Gamma_{i} \leq G_{i}$ is discrete and torsion-free. Then it is clear that $\delta_{i}=\delta_{\Gamma_{i}}$. Hence, we obtain the expected results in this product situation.
(ii) Let $\Gamma$ be a selfjoining: both projections $\pi_{i}: G_{1} \times G_{2} \rightarrow G_{i}$ onto one factor restricted to $\Gamma$ have finite kernel and discrete image. Then the set of $\gamma \in \Gamma$ where $\left\|\mu_{+}\left(\pi_{i}(\gamma)\right)\right\| \leq R$ is finite. Therefore $\delta_{i}=-\infty$ and $L^{2}(\Gamma \backslash G)$ is tempered.
(iii) Let $\Gamma \leq G_{1} \times G_{2}$ be an Anosov subgroup with respect to the minimal parabolic subgroup, i.e. $\Gamma$ is a selfjoining such that $\left.\pi_{i}\right|_{\Gamma}$ are convex-cocompact representations. In particular, $L^{2}(\Gamma \backslash G)$ is tempered.
4.4. Growth indicator function. In this section we will take a look at the limit cone and the growth indicator function $\psi_{\Gamma}$ introduced by Quint Qui02 and compare it with $\delta_{1}$.
Definition 4.12. The limit cone $\mathcal{L}_{\Gamma}$ of $\Gamma$ is defined as the asymptotic cone of $\mu_{+}(\Gamma)$, i.e.

$$
\mathcal{L}_{\Gamma}=\left\{\lim t_{n} \mu_{+}\left(\gamma_{n}\right) \mid t_{n} \rightarrow 0, \gamma_{n} \in \Gamma\right\} .
$$

For $\Gamma$ Zariski dense, $\mathcal{L}_{\Gamma}$ is a convex cone with non-empty interior Ben97. From this definition we obtain the following proposition.

Proposition 4.13. Let $\Gamma$ be a torsion-free discrete subgroup of $G=G_{1} \times G_{2}$ where $G_{i}$ are of real rank one. If $\mathcal{L}_{\Gamma} \subseteq \mathfrak{a}_{+} \cup\{0\}$, then $L^{2}(\Gamma \backslash G)$ is tempered.

Proof. In view of Corollary 4.10 it is sufficient to show that $\delta_{i}=-\infty$. Suppose there are infinitely many $\gamma_{n} \in \Gamma$ pairwise distinct such that $\left\|\mu_{+}\left(\gamma_{n, 2}\right)\right\| \leq R$. By discreteness $\left\|\mu_{+}\left(\gamma_{n, 1}\right)\right\| \rightarrow \infty$. Hence we can choose $t_{n}:=1 /\left\|\mu_{+}\left(\gamma_{n, 1}\right)\right\|$. Then $t_{n} \mu_{+}\left(\gamma_{n}\right)$ converges to $\left(H_{1}, 0\right)$ where $H_{1} \in \mathfrak{a}_{1,+}$ is normalized contradicting $\mathcal{L}_{\Gamma} \subseteq \mathfrak{a}_{+} \cup\{0\}$. Therefore, there are only finitely many $\gamma \in \Gamma$ with bounded second component and hence $\delta_{1}=-\infty$. The same argument works for $\delta_{2}$.

For $\Gamma \leq G$ discrete and Zariski dense let $\psi_{\Gamma}: \mathfrak{a} \rightarrow \mathbb{R} \cup\{-\infty\}$ be defined by

$$
\psi_{\Gamma}(H):=\|H\| \inf _{H \in \mathcal{C}} \inf \left\{s \in \mathbb{R} \mid \sum_{\gamma \in \Gamma, \mu_{+}(\gamma) \in \mathcal{C}} e^{-s\left\|\mu_{+}(\gamma)\right\|}<\infty\right\}
$$

where the infimum runs over all open cones $\mathcal{C}$ containing $H$ and $\|\cdot\|$ is a Weyl group invariant norm on $\mathfrak{a}$. For $H=0$ let $\psi_{\Gamma}(0)=0$. Note that $\psi_{\Gamma}$ is positive homogeneous of degree 1 . In general we have the upper bound $\psi_{\Gamma} \leq 2 \rho$. By Qui02 we know that $\psi_{\Gamma} \geq 0$ on $\mathcal{L}_{\Gamma}, \psi_{\Gamma}>0$ on the interior of $\mathcal{L}_{\Gamma}$ and $\psi_{\Gamma}=-\infty$ outside $\mathcal{L}_{\Gamma}$. Moreover, $\psi_{\Gamma}$ is concave and upper-semicontinuous.
Let us compare $\delta_{1}$ to $\psi_{\Gamma}$ in the situation $G=G_{1} \times G_{2}$ where $G_{i}$ is of real rank one. Let $H_{i} \in \mathfrak{a}_{i,+}$ of norm 1 and consider the maximum norm on $\mathfrak{a}=\mathfrak{a}_{1} \times \mathfrak{a}_{2}$. In this situation it is clear that $\delta_{1} \leq$ $\psi_{\Gamma}\left(H_{1}, 0\right)$ since every cone $\mathcal{C}$ containing $\left(H_{1}, 0\right)$ contains the strip $\mathfrak{a}_{1,+} \times\left\{H \in \mathfrak{a}_{2,+} \mid\|H\| \leq R\right\}$ outside a large enough compact set.
Note that if $\psi_{\Gamma} \leq \rho$ then by the above comparison this condition implies $\delta_{i} \leq\left\|\rho_{i}\right\|$ which is enough to obtain:
Corollary 4.14. Let $X=X_{1} \times X_{2}=\left(G_{1} \times G_{2}\right) /\left(K_{1} \times K_{2}\right)$ be the product of two rank one symmetric spaces and $\Gamma \leq G_{1} \times G_{2}$ discrete and torsion-free. If $\psi_{\Gamma} \leq \rho$ then $L^{2}(\Gamma \backslash G)$ is tempered.

Note that this is precisely the result of [EO22] without the assumption that $\Gamma$ is the image of an Anosov representation with respect to a minimal parabolic subgroup.
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